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Abstract: This paper considers an inventory model with nonlinear decreasing
demand and shortage backorders. Two techniques are proposed to solve the
problem. The first heuristic technique is based on cost reduction concept and
the second one applies the particle swarm optimisation algorithm. The results
from the two proposed techniques for variable replenishment interval policies
are compared with those of fixed replenishment interval policy. The
computational experiments show that the total cost resulted from variable
replenishment interval policy is smaller than the fixed replenishment interval
policy, especially when the demand rate is highly nonlinear.
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1 Introduction

Several inventory policy models in the past dealt with decreasing demand and shortage.
The first inventory policy model with linear decreasing demand was proposed by Zhao
et al. (2001). They developed a heuristic approach for variable replenishment interval
policy. Later, Goyal and Giri (2003) developed a heuristic approach considering variable
replenishment interval. Yang et al. (2004) developed the eclectic approach for solving
inventory policy problem with nonlinear decreasing demand and variable replenishment
interval policy. Wee (1995) developed an exact solution method for deteriorating fixed
replenishment interval inventory problem considering exponentially decreasing demand
pattern and shortage. At about the same time, Benkherouf (1995) developed an optimal
procedure for decreasing demand, variable replenishment interval and finite planning
horizon. Later, Zhou et al. (2004) developed an inventory model where shortage were
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classified into inventory followed by shortage (IFS) model and shortage followed by
inventory (SFI) model. The difference between the two models is whether or not shortage
is allowed in the last cycle.

With the rapid development of technological innovation, nowadays, the product life
cycle of fashion product such as electronic devices and apparel products become shorter.
In this study, we consider decreasing demand in the inventory policy problem since
decreasing demand pattern exists in most industries, especially during the last phase of
any product life cycle. Khouja (2005) formulated two-joint inventory models considering
constant and linear decreasing demand. Rau and Ouyang (2007) proposed an algorithm
for solving inventory models with linear increasing and decreasing demand. Yang et al.
(2008) developed a collaborative vendor-buyer inventory model with exponentially
decreasing demand and fixed replenishment interval. Rau and Ouyang (2008) proposed
an integrated production-inventory policy considering linear increasing and decreasing
demand. Omar (2009) considered a joint vendor and buyer lot sizing policy where the
demand is linearly decreasing. Hsu et al. (2009) considered ordering policy model with
triangle-shaped demand, where the demand is increasing during the introduction season
and decreasing after the peak season. Skouri and Konstantaras (2009) proposed an order
level inventory model with ramp type demand rate, in which ended by a period of
decreasing demand rate, and partial backlog shortage. Panda (2011) addressed a joint
lot-size and price inventory model with cost decrease under time and price dependent
decreasing demand. Khanra and Chaudhuri (2011) discussed an order level inventory
model with continuous quadratic function of time demand, constant deterioration rate,
considering inflation, time value of money, and completely backlogged shortages. Yang
et al. (2013) developed a model for pricing and replenishment strategy in a multi-market
deteriorating product where the demand is exponentially decreasing with time and
linearly decreasing with price. Lin et al. (2013) discussed a production inventory model
where the production rate is dependent on demand rate and inventory level; the demand is
exponentially decreasing and shortage is fully backordered. Sanni and Chukwu (2013)
developed an inventory model for items with three-parameter Weibull distribution
deterioration, ramp-type demand, and shortage backorder. Roy et al. (2013) developed an
inventory replenishment policy model with general time-varying demand and shortages.
Bera et al. (2013) developed an inventory model for a single deteriorating item with two
separate storage warehouse, time and demand dependent selling price. Sicilia et al.
(2014) analysed an inventory system with power demand, shortage backorder, and
demand dependent production rate. Taleizadeh and Nematollahi (2014) proposed an
inventory control problem for perishable item considering the time value of money,
inflation, delay payment, and backordering. Krishnamoorthi and Panayappan (2014)
investigated an inventory control policy for a single product during its product life cycle
considering defective items and shortage backorder. Tyagi et al. (2014) proposed an
inventory model for deteriorating item with stock-dependent demand, variable holding
cost, non-instantaneous deteriorating, and partially backlogged shortages.

Our study considers nonlinear decreasing demand inventory system with variable
replenishment interval, and develops two new heuristic techniques based on cost
reduction concept and particle swarm optimisation (PSO). The remaining parts of this
paper are organised as follows: Section 2 presents the mathematical modelling. In
Section 3, the proposed heuristic technique based on cost reduction concept is developed,
PSO is shown in Section 4. Section 5 explains the exact solution technique for fixed
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replenishment interval policy. Numerical experiments to illustrate the applicability of the
proposed heuristic techniques and the exact solution technique are presented in Section 6.
Comparisons among techniques are given in Section 7 and concluding remarks are given
in Sections 8.

2 Mathematical modelling

The following assumptions based on the model developed by Wee (1995) are used for
model development:

1 demand is known and decreases exponentially

2 the replenishment is made at time ¢; (i =1, 2, ..., n) where t; = 0

3 replenishment is instantaneous
4

the quantity received at ¢ is used partly to meet accumulated shortages in the
previous cycle from time s, to t; (s <t); i=1,2, ..., n)

5 no shortages at the beginning (¢, = 0) and the end of the planning horizon (s, = H).
The notations used in this paper are defined below:

H length of the planning horizon under consideration

A initial demand rate

o parameter of the decreasing rate of demand rate

f{f) instantaneous demand rate at time ¢, () =4 - e “ >0

1(¢) inventory level at time ¢ € [¢;, t;;1] which is evaluated after the replenishment arrives
at time ¢; and before the replenishment arrives at time ¢, in the " cycle [, t:1]

¢; ordering cost per order

¢, holding cost per unit per unit time

c; shortage cost per unit per unit time

n  number of replenishments

t; thei™ replenishment time (i =1, 2, ..., n)

s;  the shortage starting point of cycle i, which is the time at which the inventory level
reaches zero in the ;" cycle [t;, t:n]; (=1,2,...,n—1).

Graphical representation of behaviour of the inventory system is shown in Figure 1.
Total inventory cost is expressed as:

n n—l1
TC(n,{s,—},{t,-}):ncl+CZZI,-+C3ZS,- (1)
i=1 i=1

where
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I; cumulative holding inventory during cycle i (i = 1, 2, ..., n), and is determined as:
L= j 1(t)dt = j j f(2)dedt )
t; tit
S; cumulative shortage during cyclei (i =1, 2, ..., n — 1), and is determined as:
ti tis t
S = j (—1(t))dt = j j f(2)dedt 3)

Two policies are considered in this paper. They are fixed replenishment interval and
variable replenishment interval. In the first policy, the interval between two consecutive
replenishment are exactly the same, ie., t;;y — t;,=H /nfori=1,2, ..., n -1 and
s, —t, = H/ n (Wee, 1995). In the second policy, the intervals between two consecutive
replenishments are varying. The solution procedures for the two policies are described in
the following sections.

Figure 1 Graphical representation of the inventory system with decreasing demand and shortage
backorders

1(t

A

ime

T
In sp,=H

NN
2&]3&] N

3 Proposed heuristic technique based on cost reduction concept for
variable replenishment interval policy

The proposed heuristic technique based on cost reduction concept seeks to determine the
replenishment time {#;} and shortage point {s;}. It consists of two steps. The first step is
based on the consecutive methods developed by Wang (2002) to derive the replenishment
time {t;}. Wang’s (2002) method is modified for exponential decreasing demand pattern.
The second step is used to derive the shortage point {s;}; it is based on the concept of cost
reduction proposed by Astanti and Luong (2009). Detail explanation of each step is
described in the following subsection.
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3.1 Procedure to find {t;}

The one time replenishment value Q is the quantity to fulfil demand for the whole cycle
[0, H] (see Figure 2).

Figure 2  Graphical representation of a single period inventory system
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Figure 3 Reduction in holding cost with an additional replenishment
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»Time
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If two replenishments are placed at time arbitrary selected, the replenished quantity Q; at
t; = 0 is used to fulfil the demand from [0, %], and the replenished quantity O, at time ¢, is
used to fulfil the demand from [z, H]. The reduction of holding cost by having an
additional replenishment is investigated and the value is compared with the ordering cost.
If the reduction of holding cost is greater than the ordering cost, then having an additional
replenishment is implemented. This concept is illustrated in Figure 3.

The objective is to maximise cost reduction (RC) as follows:

Maximise RC,") = ¢, (R®))—a @)
Subject to
L <t<tiyg Q)

where
RC!" cost reduction in cycle i

T(f) the reduction of holding inventory (as shown in Figure 3), and can be expressed as:

R(t)=(t—1:).0:(0)

titl

=(-1).| sy

- (6)
=(t-1;) j Ae~dt

t

— _(t_tl_).él(e—af,+[ _e—aAt)
o

By substituting equation (6) in to equation (5), the cost reduction RC{” can be expressed
as:

.. i A
Maximise RC," = ¢, (—(t —1). = (et — et )J —q (7
a

Proposition 1: For each cycle i, there exists an optimal solution 7, (where £, < < ),
that maximise RC"”

Proof:

From the expression of RCl(i) in (7), we have

RC® (—atin) _ p(-at)
L
dt a
2R ()
% = Cer(fm) {—2 + a(t -t )}

It is noted that
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0 Al e %lin — g=ali
dRiL:n =—C M 50
dt "
and
(i)
dRil |t:t,+1 =—C (t,-H —ti)Ae‘mHl <0

Considering the following two situations:
) 2 (i) )

1 If t;, +— 2>t then d—21 <0Vte(t,ty). Hence, RCI(’) is a convex function
o t

over (1, t;+1) and the optimal solution " is the unique solution of the equation
drC

= 0. This solution can be found by applying bisection method in the interval

dt
(Zis tis1)-
2RC®
2 Ity +£<ti+l then dd—zcl< 0Vt e(ti, li +£j and
a t a
2RC®
ddTC]>OVte(t, +£’t”lj'
a

RC"

Hence,

. . . . . 2
is decreasing with respect to ¢ in the interval [t,- S+ —j and
a

. . . . . 2
increasing with respect to ¢ in the interval (t,- +—, tin )
a

In this case, it can be seen that the optimal solution " exists and it is a unique
()
1

solution when =0 in the interval (¢, ;). This solution can be found by
applying bisection method in the interval (¢, t:11). (Q.E.D)

The necessary condition for optimising equation (7) is dRCl(i’ /dt =0 and can be written
as:

(~ativ) _ p(—at)
A {e ) —e }} -0
o

¢ {—(t—t,-).Ae(‘“” - (®)

Since the closed form of equation (8) cannot be found, a bisection algorithm is used to
derive the solution when g(#;) * g(t+1) < 0. The function g(.) is the left hand side of
equation (8).

The sufficient condition for maximum RC" at¢=1¢"is d*RC" / dt* <.

This condition can be written as

240 +(Aae (t-1,)) <0
AeC 2+ a(t-1;)} <0
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Since ¢ > 0 and 4 > 0, therefore the sufficient optimality condition hold true if
2+ at—1)<0.

The whole procedure to derive {#} is an iterative procedure where an additional
replenishment is evaluated for each step as described above. The iterative step is
repeatedly performed until the optimal solution is derived.

3.2 Procedure to find s;

As the inventory model considered in this paper is IFS model (see Figure 1), the
procedure to find s; is not performed until the last cycle. The cost reduction is defined as
the difference between the reduction in holding cost (when shortage is allowed) and the
holding cost (when shortage cost is not allowed). It can be formulated as follows:

Maximise RC," = ¢, (RH® ) —c3 (RS®) 9
Subject to

f <8 <tiy (10)
where
RCY) cost reduction in cycle i

RH®, RS? reduction in cumulative inventory and cumulative shortage in cycle i as shown
in Figure 4.

Figure 4 Reduction in holding cost by incorporating shortage

1(1)

Time

7 s, RS“7 1

Shortage is allowed if the maximum cost reduction is positive. Following the same
procedure as Astanti and Luong (2009), the optimal value of s; can be determined as:
» _ Coli +C3lin

sp =20 T8 (11)

) +C3
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4 Proposed technique based on PSO for variable replenishment interval
policy

PSO algorithm is a population-based search method that imitates physical movements of
the individuals in the swarm as a searching method. It was inspired by social behaviour of
bird flocking. Clerc (2006) stated that the basic principle of PSO is a set of moving
particles that is placed in the search space. The PSO algorithm has been used for solving
various optimisation problems such as warehouse layout design (Onut et al., 2008), job
shop scheduling (Pongchairerks and Kachitvichyanukul, 2009), vehicle routing (Ai and
Kachitvichyanukul, 2009) and joint buyer-vendor inventory problem (Taleizadeh et al.,
2010). PSO is a population-based stochastic optimisation technique developed by
Kennedy and Eberhart (1995). Particles have several choices to move in each period of
time or iteration. The movement of particles in the basic in PSO formulation as follows:

yy, (‘L' + 1) = W(‘L’ + l)wlh (‘L’) +Cpu(l//[h —0”,(‘[))+Cgu(l//gh -0y (T)) (12)

On (t+1) =0y (t) + oy (z+1) (13)

where 7 is iteration index, / is particle index, % is dimension index, u is uniform random
number in interval [0, 1], w(z) is inertia weight in the 7™ iteration, w(7) is velocity of /™
particle at the 2™ dimension in the 7™ iteration, 6() is position of /™ particle at the 4™
dimension in the 7™ iteration, y,, is personal best position (pbest) of /™ particle at the 4™
dimension, y,;, is global best position (gbest) of ™ particle at the 4™ dimension, cp is
personal best acceleration constant, and c, is global best acceleration constant.
Equation (13) shows that the particle position of next period is obtained from the sum of
the current position with the velocity of the next period. Equation (12) showed that the
velocity of next period obtained from the sum of the times of social or cognitive weights
(w, ¢,, and c,) with current velocity, pbest, and gbest.

PSO algorithm for solving the problem in this paper will be explained in the
following subsections.

4.1 Enumerative procedure to find n° — Algorithm 1

The optimisation problem considered in this paper is to find number of replenishment (),
the set of shortage starting point of each cycle ({s;}), and the set of replenishment time
({t;}) in order to minimise the total cost (TC) in the equation (1). PSO algorithm
presented in Algorithm 2 (Section 4.2) is able to derive the best value of set of shortage
starting point of each cycle ({s;}), and the set of replenishment time ({#/}) given the

fixed value of n. Therefore, it is still needed to find the optimal number of replenishment
(n*). This PSO algorithm developed in this paper proposes an enumeration technique
over PSO algorithm to handle this situation. The optimal value of n can be obtained by
evaluating the 7C(n, {t;}, {s;}) from equation (1) using enumeration technique starting
from n = 1. The detail enumerative procedure for obtaining optimal value of n is
presented in Algorithm 1.
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Algorithm 1  Enumerative procedure to find n"

Set n=1. Evaluate TC(n = 1) and set TC* = TC(n = 1)

2 Setn=n+1.Use PSO algorithm (Algorithm 2) to determine the best value of {#;} and {s;}
and evaluate 7C(n, {t;}, {s;})

3 If* TC(n, {t;}, {s;}) < TC* then set TC* = TC(n, {t;}, {s;}) and go to Step 2. Otherwise, set
n =n—1 and Stop.

4.2  PSO algorithm for the problem with fixed n — Algorithm 2

The details of the PSO algorithm for solving the problem presented in this paper are
explained in Algorithm 2. This algorithm is developed based GLNPSO, a PSO with
multiple social learning factors which are called local best, global best, and near
neighbour best (Nguyen et al., 2010).

Algorithm 2 PSO algorithm for nonlinear decreasing demand inventory policies considering
shortage backorders

Initialisation: Determine the number of particles, the particle’s position and velocity.
Decode particles into solution which consists of {s;} and {#;} based on Algorithm 3.
Evaluate the particles, based on the objective function.

Update pbest value,

Update Ibest, nbest, and gbest values,

Update velocity and position for each particle,

~N N L AW N~

If the stopping criterion is reached, stop. Otherwise return to decoding step.

4.3 Particle representation of the problem with fixed n and decoding step —
Algorithm 3

This subsection discusses how the particle can represent the problem. From the structure
of the problem represented in Figure 1, it is clearly seen that ¢, = 0 and s, = H. Therefore,
for fixed value of 7, the number of independent variable is (n — 1), which are 1, £, ..., ¢,
and the boundary of the decision variable is 0 < £, < £; < ...< ', < H. Therefore, for fixed
value of n, particle representation is random key of (n — 1) elements, so the particle
consists of (n — 1) dimensions, and each dimensions position is limited from 0 < 6, < 1.
The decoding step from particle position into the set of shortage starting point of each
cycle ({s;}) and the set of replenishment time ({f;}) is explained in Algorithm 3 as
follows:

Algorithm 3  Decoding step

1 Sort the particle position from the smallest to the largest one
2 Calculate t;= 0 - H

Cot; + ¢at;
3 Calculate s, = 2L~ 31
Cr, +C3
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Example 1. Particle representation and decoding method.

Consider the problem with ¢, = 10, ¢; = 40, and H = 4. Given n = 5, therefore, the particle
consists of n — 1 = 4 dimensions. Suppose there is a particle with position value of
[0.8; 0.4; 0.1; 0.6]. Following algorithm 3, after sorting the position value we have
9[1] = 01, 0[2] = 04, 0[3] = 06, and 0[4] =0.8.

Therefore, the value of #; can be determined consequently:

fh=6h-H=0.14=04
ty=6-H=04-4=16
ty =6 -H=06-4=24
ts = 64)-H=08-4=32

It is noted that t; = 0 and ss = H = 5. Finally, the value of s; can be determined
accordingly:

_Czt1+C3t2 100+4004_

K = 0.32
C +CG3 10+40

5 = oty + 33 _ 10-0.4+40-1.6 ~136
C +C3 10+40

5 = Crty +C3ly _ 10-1.6+40-2.4 —204
C +C3 10+40

S4262t4+03t5 :1024+4032:304

C +C3 10+40

Therefore, it can be concluded that particle with value of [0.8; 0.4; 0.1; 0.6] is

corresponding with solution of the problem with {#} = {0.0; 0.4; 1.6; 2.4; 3.2} and
{s;} = {0.32; 1.36; 2.24; 3.04; 4.00}.

5 Proposed technique for fixed replenishment interval

Referring to Wee (1995), the length of replenishment interval can be easily obtained as
H / n, therefore, t; can be formulated as

4 =(i—1)-ﬁ fori=2,3,...n (14)
n

Once the values of {#;} is known, the values of {s;} can be calculated using equation (11).
Since the service level () is defined as

s;=rtig+(1—-r)t; fori=2,3,...,n—1 (15)
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From equation (11) and equation (15), one can see that the value ¢; / (c; + ¢3) represents
the service level (r) as defined in Wee (1995).

The optimal value of n can be obtained by evaluating the 7C(n, {#;}, {s;}) from
equation (1) using enumeration technique starting at » = 1. The detail enumerative
procedure for obtaining the optimal value of n is presented as follows:

Step 1 Setn=1. Evaluate TC(n = 1) and set 7C* = TC(n = 1).

Step2 Setn=n+ 1. Calculate {t;} from equation (15) and {s;} from equation (11), and
evaluate 7C(n, {t;}, {s:}).

Step3  If TC(n, {t;}, {s;}) < TC* then set TC* = TC(n, {t;}, {s;}) and go to Step 2.
Otherwise, set n° = n — 1 and Stop.

6 Numerical example

In order to show the applicability of the proposed procedures presented above, the
procedures are applied to solve an inventory policy problem with nonlinear decreasing
demand and shortage backorders that is follow the example of Wee (1995). The
problem description is as follow. The demand rate decreases exponentially following
Af) =500 - ¢ "% and the ordering cost (c;) is $250 per order, the carrying cost (c,) is
$40 per unit per year, the backlogged shortage cost (c,) is $80 per unit per year and the
system operates during a prescribed period of 4 year (H = 4).

The proposed procedures given in Sections 3 and 4 are applied to solve the problem
example for variable replenishment interval policy. The results are presented in
Tables 1 and 2. The fixed replenishment interval policy problem was solved using the
procedure described in Section 5 and the results are presented in Table 3.

Table 1 Solution of the problem for variable replenishment interval policy based on cost
reduction concept (TC* = 4,645.7)

Cycle i t; S;

1 0.0000 0.1333
2 0.2000 0.3484
3 0.4226 0.5918
4 0.6763 0.8709
5 0.9681 1.2315
6 1.3632 1.6963
7 1.8629 2.0904
8 2.2041 2.4810
9 2.6195 2.9946
10 3.1821 4.0000

The applicability of the proposed procedures both for the variable replenishment policy
and the fixed variable policy are shown by the results presented in Tables 1 to 3.
Comparing the 7C obtained from the problem example results, two proposed techniques
based on reduction cost concept and PSO applied for IFS policy considering variable
replenishment policy perform better than the exact solution technique of Wee (1995)
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applied for IFS policy for fixed replenishment interval policy. Furthermore, the proposed
technique based on PSO perform better than the proposed technique based on reduction
concept, since the first technique is able to provide smaller 7C than the latter.

Table 2 Solution of the problem for variable replenishment interval policy based on PSO
(TC* = 4,543.80)

Cycle i t; S;

1 0.0000 0.1388
2 0.2082 0.3630
3 0.4404 0.6154
4 0.7030 0.9043
5 1.0050 1.2421
6 1.3607 1.6495
7 1.7940 2.1637
8 2.3486 2.8654
9 3.1237 4.0000

Table 3 Solution of the problem for solution of the problem for fixed interval policy

(TC* =5,112.8)

Cycle i t; S;

1 0.0000 0.2667
2 0.4000 0.6667
3 0.8000 1.0667
4 1.2000 1.4667
5 1.6000 1.8667
6 2.0000 2.2667
7 2.4000 2.6667
8 2.8000 3.0667
9 3.2000 3.4667
10 3.6000 4.0000

7 Techniques comparison

7.1 Comparing the two proposed techniques for variable replenishment interval

In this section, the results from two proposed techniques for variable replenishment
interval are compared. In order to compare two proposed techniques, many combinations
of problem parameters are evaluated. The demand rate decreases exponentially following
f(H) = 500 - e ™, where the value of « is set to be 0.02, 0.5, 0.98, and 2.0, respectively.
These various demand rates are presented in Figure 5. It is noted that increasing the value
of ais increasing the degree of nonlinearity on the demand rate. Various combinations of
c1, ¢, ¢3, and H values are taken for comparing both techniques.
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Figure 5 Various demand rates
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The computational results of these problems are presented in Tables 4 to 7. Parameter A'
is introduced here for comparing the objective function of proposed technique based on
reduction cost concept over the objective function of proposed technique based on PSO.
The A' is calculated using following equation

TC' -TC?

Al = x100% (16)

where
TC" the objective function of proposed technique based on reduction cost concept
TC? the objective function of proposed technique based on PSO.

Based on Tables 4 to 7, it can be concluded that proposed technique based on PSO
perform better than that of based on reduction cost concept.

7.2 Comparing variable and fixed replenishment interval

Since the proposed technique based on PSO is perform better than that of based on
reduction cost concept, the results from proposed technique based on PSO for variable
interval replenishment policy is compared with the fixed interval replenishment policy in
term of number of replenishment (n) and its corresponding 7C. The results are then
provided in Tables 8 to 11.

Parameter A” is introduced here for comparing the objective function of variable
interval and fixed interval replenishment policies. The A” is calculated using following
equation

TC? -TC?

where

TC* the objective function of fixed interval replenishment policy

TC? the objective function of variable interval replenishment policy.
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Comparison of fixed and variable interval replenishment policies in terms for o
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Based on Tables 8 to 11, it can be seen that proposed technique based on PSO for
variable interval replenishment policy perform better than that of Wee’s (1995) method
for fixed interval replenishment policy.

8 Conclusions

In this study, two techniques are proposed to solve the nonlinear decreasing demand
inventory system with shortage backorders. The first heuristic technique is based on cost
reduction concept and the second one applies the PSO algorithm. The results from the
two proposed techniques for variable replenishment interval policies are compared with
the fixed replenishment interval policy. Based on the numerical example in this paper, it
can be seen that the proposed heuristic technique based on PSO for variable
replenishment policy result in a lower total inventory cost, especially when the demand
rate is highly nonlinear. Therefore, for highly nonlinear decreasing demand, variable
replenishment policy should be recommended.
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