MoPY Q =

algorithms

[ Submit to Algorithms ]

[ Review for Algorithms ]

» Journal Menu

» Journal Browser

Editorial Board

» Editorial Board

e Algorithms for Databases, and Data Structures Section

e Combinatorial Optimization, Graph, and Network Algorithms Section
e Evolutionary Algorithms and Machine Learning Section

e Parallel and Distributed Algorithms Section

¢ Randomized, Online, and Approximation Algorithms Section

¢ Algorithms Analysis and Complexity Theory Section

» Algorithms for Multidisciplinary Applications Section

Editors (3)

Prof. Dr. Frank Werner
Website SciProfiles
Editor-in-Chief

Fakultat fir Mathematik, Otto-von-Guericke-Universitat, 39106 Magdeburg, Germany
Interests: discrete optimization; operations research; scheduling; graph theory; manufacturing systems
Special Issues and Collections in MDPI journals

Dr. Dimitris Fotakis
Website
Associate Editor

Computer Science Division, School of Electrical and Computer Engineering, National Technical University of Athens, 9, Iroon
Polytechniou str., 15780 Athens, Greece
Interests: desing and analysis of algorithms; approximation algorithms; online algorithms; algorithmic game theory


https://www.mdpi.com/about/journals
https://www.mdpi.com/journal/algorithms
https://www.mdpi.com/journal/algorithms
https://susy.mdpi.com/user/manuscripts/upload?form[journal_id]=13
https://susy.mdpi.com/volunteer/journals/review
https://www.mdpi.com/journal/algorithms/sectioneditors/algorithms_databases_data_structures
https://www.mdpi.com/journal/algorithms/sectioneditors/combinatorial_optimization_graph_network_algorithms
https://www.mdpi.com/journal/algorithms/sectioneditors/evolutionary_algorithms_and_machine_learning
https://www.mdpi.com/journal/algorithms/sectioneditors/parallel_distributed_algorithms
https://www.mdpi.com/journal/algorithms/sectioneditors/randomized_online_approximation_algorithms
https://www.mdpi.com/journal/algorithms/sectioneditors/algorithms_analysis_complexity_theory
https://www.mdpi.com/journal/algorithms/sectioneditors/Algorithms_for_Multidisciplinary_Applications
http://www.math.uni-magdeburg.de/~werner
https://sciprofiles.com/profile/526879
http://www.softlab.ntua.gr/~fotakis
https://www.engineeringvillage.com/home.url
https://www.scopus.com/sourceid/21100199795
https://www.mdpi.com/

Prof. Dr. Alicia Cordero Barbero

Website

Associate Editor

Department of Applied Mathematics and Institute for Multidisciplinary Mathematics, Universitat Politecnica de Valencia, 46022
Valencia, Spain

Interests: iterative processes; numerical analysis; dynamic analysis

Special Issues and Collections in MDPI journals

Editorial Board Members (93)

Prof. Dr. Faisal N. Abu-Khzam

Website

Department of Computer Science and Mathematics, Lebanese American University, Beirut, Lebanon
Interests: design and analysis of algorithms; algorithmic graph theory; fixed-parameter algorithms
Special Issues and Collections in MDPI journals:

Special Issue in Algorithms: Reconfiguration Problems

Dr. Tatsuya Akutsu
Website

Bioinformatics Center, Institute for Chemical Research, Kyoto University, Gokasho, Uji, Kyoto 611-0011, Japan
Interests: computational biology; string and tree algorithms; complex networks

Special Issues and Collections in MDPI journals:

Special Issue in Algorithms: Biological Networks

Special Issue in Algorithms: Biological Networks Il

Dr. Luca Becchetti

Website

Department of Computer, Control and Management Engineering Antonio Ruberti, Sapienza University of Rome, via Ariosto 25,
00185 Rome, ltaly

Interests: design and analysis of randomized algorithms and probabilistic analysis; spectral graph theory and graph clustering;
algorithms for large scale data analysis; algorithmic modelling of complex systems

Special Issues and Collections in MDPI journals:

Special Issue in Algorithms: Algorithms for Large Scale Data Analysis

Prof. Dr. Francesco Bergadano

Website

Dipartimento di Informatica, Universita degli Studi di Torino, corso Svizzera 185, 10149 Torino, Italy

Interests: security and privacy; identity management; log and security analytics; data analysis; anomaly detection

Prof. Dr. Francesco Bergadano
Website

Department of Computer Science, University of Torino, Via Pessinetto 12, 10149 Torino, Italy
Interests: cyber security; security intelligence and analytics
Special Issues and Collections in MDPI journals:


https://damres.webs.upv.es/?page_id=944
http://www.csm.lau.edu.lb/fabukhzam/
https://www.mdpi.com/journal/algorithms/special_issues/Reconfiguration_Problems
http://www.bic.kyoto-u.ac.jp/takutsu/members/takutsu/
https://www.mdpi.com/journal/algorithms/special_issues/biological_networks
https://www.mdpi.com/journal/algorithms/special_issues/Biological_Networks_II
https://www.diag.uniroma1.it/users/luca%20becchetti
https://www.mdpi.com/journal/algorithms/special_issues/Large_Scale_Data_Analysis
http://www.di.unito.it/~fpb
http://www.di.unito.it/~fpb/

Special Issue in Algorithms: Security Applications of Machine Learning

Prof. Dr. Philip Bille
Website

Department of Applied Mathematics and Computer Science (DTU Compute), Technical University of Denmark, 2800 Kgs. Lyngby,
Denmark

Interests: pattern matching; data compression; parallelism in modern computer architectures

Special Issues and Collections in MDPI journals:

Special Issue in Algorithms: Data Compression Algorithms and their Applications

Prof. Dr. Vittorio Bilo

Website

Department of Mathematics and Physics “Ennio De Giorgi”, University of Salento, Lecce, Italy

Interests: algorithmic game theory; computational social choice; computational complexity and design of efficient algorithms;
interconnection networks

Special Issues and Collections in MDPI journals:

Special Issue in Algorithms: Algorithmic Game Theory 2020

Prof. Dr. Paolo Boldi

Website

Department of Computer Science, University of Milano, Milano 20135, Italy
Interests: algorithms; social network analysis; data mining; graph theory

Dr. Tom Burr

Statistical Sciences Group, Los Alamos National Laboratory Mail Stop F600, Los Alamos, NM 87545, USA
Interests: statistical learning; pattern recognition; multivariate calibration; measurement error modeling; time series analysis

Prof. Dr. Costas Busch

Website

Computer Science and Engineering Division, Louisiana State University, Baton Rouge, LA 70803, USA

Interests: distributed algorithms and data structures; communication algorithms; wireless and sensor networks; algorithmic game
theory

Special Issues and Collections in MDPI journals:

Special Issue in Algorithms: Sensor Algorithms

Special Issue in Sensors: Sensor Algorithms

Algorithms, EISSN 1999-4893, Published by MDPI AG Disclaimer RSS Content Alert

Further Information Guidelines

Article Processing Charges For Authors

Pay an Invoice For Reviewers

Open Access Policy For Editors
Contact MDPI For Librarians



https://www.mdpi.com/journal/algorithms
https://www.mdpi.com/rss/journal/algorithms
https://www.mdpi.com/journal/algorithms/toc-alert
https://www.mdpi.com/journal/algorithms/special_issues/machine_learning_security
http://www2.compute.dtu.dk/~phbi/
https://www.mdpi.com/journal/algorithms/special_issues/Data_Compression_Algorithms
https://sites.google.com/site/vittoriobilo/
https://www.mdpi.com/journal/algorithms/special_issues/algorithm_game_theory
http://boldi.di.unimi.it/
http://www.csc.lsu.edu/~busch
https://www.mdpi.com/journal/algorithms/special_issues/sensor_algorithms
https://www.mdpi.com/journal/sensors/special_issues/sensors-algorithms
https://www.mdpi.com/apc
https://www.mdpi.com/about/payment
https://www.mdpi.com/openaccess
https://www.mdpi.com/about/contact
https://www.mdpi.com/authors
https://www.mdpi.com/reviewers
https://www.mdpi.com/editors
https://www.mdpi.com/librarians

Jobs at MDPI For Publishers

For Societies

MDPI Initiatives Follow MDPI

Institutional Open Access Program (IOAP) LinkedIn
Sciforum Facebook
Preprints Twitter
Scilit

SciProfiles

MDPI Books

Encyclopedia

MDPI Blog

Subscribe to receive issue release
notifications and newsletters from MDPI
journals

Subscribe

© 1996-2020 MDPI (Basel, Switzerland) unless otherwise stated

Disclaimer Terms and Conditions Privacy Policy



https://www.mdpi.com/about/jobs
https://www.mdpi.com/publishing_services
https://www.mdpi.com/societies
https://www.mdpi.com/ioap
https://sciforum.net/
https://www.preprints.org/
https://www.scilit.net/
https://sciprofiles.com/
https://www.mdpi.com/books
https://encyclopedia.pub/
http://blog.mdpi.com/
https://www.linkedin.com/company/mdpi
https://www.facebook.com/MDPIOpenAccessPublishing
https://twitter.com/MDPIOpenAccess
https://www.mdpi.com/about/terms-and-conditions
https://www.mdpi.com/about/privacy

MoPY Q =

algorithms

[ Submit to Algorithms J

[ Review for Algorithms ]

» Journal Menu

» Journal Browser

Table of Contents

Algorithms, Volume 13, Issue 6 (June 2020) — 24 articles

e Issues are regarded as officially published after their release is announced to the table of contents alert mailing list.
e You may sign up for e-mail alerts to receive table of contents of newly released issues.

« PDF is the official format for papers published in both, html and pdf forms. To view the papers in pdf format, click on the "PDF
Full-text" link, and use the free Adobe Reader @ to open them.

Order results Publication Date M

Result details Normal ”

Show export options v

An Algorithm for Fuzzy Negations Based-Intuitionistic Fuzzy Copula Aggregation Operators in
Multiple Attribute Decision Making
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Algorithms 2020, 13(6), 154; https://doi.org/10.3390/a13060154 - 26 Jun 2020
Viewed by 304

Abstract In this paper, we develop a novel computation model of Intuitionistic Fuzzy Values with the usage of fuzzy negations and
Archimedean copulas. This novel computation model’s structure is based on the extension of the existing operations of intuitionistic
fuzzy values with some classes [...] Read more.
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Novel Graph Model for Solving Collision-Free Multiple-Vehicle Traveling Salesman Problem Using
Ant Colony Optimization
by @ Anugrah K. Pamosoaji and € “ Djoko Budiyanto Setyohadi

Algorithms 2020, 13(6), 153; https://doi.org/10.3390/a13060153 - 26 Jun 2020
Viewed by 377

Abstract In this paper, a novel graph model to figure Collision-Free Multiple Traveling Salesman Problem (CFMTSP) is proposed. In
this problem, a group of vehicles start from different nodes in an undirected graph and must visit each node in the graph, following
the well-known [...] Read more.
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DS Evidence Theory-Based Energy Balanced Routing Algorithm for Network Lifetime Enhancement
in WSN-Assisted IOT

by € “ Liangrui Tang and € “ Zhilin Lu

Algorithms 2020, 13(6), 152; https://doi.org/10.3390/a13060152 - 24 Jun 2020

Viewed by 278

Abstract Wireless sensor networks (WSNs) can provide data acquisition for long-term environment monitoring, which are important
parts of Internet of Things (loT). In the WSN-assisted |oT, energy efficient routing algorithms are required to maintain a long network
lifetime. In this paper, a DS evidence [...] Read more.
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Compression of Next-Generation Sequencing Data and of DNA Digital Files

by € “ Bruno Carpentieri
Algorithms 2020, 13(6), 151; https://doi.org/10.3390/a13060151 - 24 Jun 2020
Viewed by 276

Abstract The increase in memory and in network traffic used and caused by new sequenced biological data has recently deeply
grown. Genomic projects such as HapMap and 1000 Genomes have contributed to the very large rise of databases and network
traffic related to genomic [...] Read more.
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Fibers of Failure: Classifying Errors in Predictive Processes

by € “Leo S. Carlsson , € “ Mikael Vejdemo-Johansson , € “ Gunnar Carlsson and { “ Par G. Jonsson
Algorithms 2020, 13(6), 150; https://doi.org/10.3390/a13060150 - 23 Jun 2020
Viewed by 423

Abstract Predictive models are used in many different fields of science and engineering and are always prone to make faulty
predictions. These faulty predictions can be more or less malignant depending on the model application. We describe fibers of
failure (FIFA [...] Read more.
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by € “ Denis Khryashchev , { “ Jie Chu , € “ Mikael Vejdemo-Johansson and € “ Ping Ji
Algorithms 2020, 13(6), 149; https://doi.org/10.3390/a13060149 - 23 Jun 2020
Viewed by 373

Abstract The Evasion Problem is the question of whether—given a collection of sensors and a particular movement pattern over
time—it is possible to stay undetected within the domain over the same stretch of time. It has been studied using topological
techniques since 2006—with sufficient [...] Read more.
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An Application of a Modified Gappy Proper Orthogonal Decomposition on Complexity Reduction of
Allen-Cahn Equation
by € * Chutipong Dechanubeksa and { “ Saifon Chaturantabut

Algorithms 2020, 13(6), 148; https://doi.org/10.3390/a13060148 - 22 Jun 2020
Viewed by 303

Abstract This work considers model reduction techniques that can substantially decrease computational cost in simulating
parmetrized Allen—Cahn equation. We first employ the proper orthogonal decomposition (POD) approach to reduce the number of
unknowns in the full-order discretized system. Since POD cannot reduce the computational [...] Read more.
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Local Comparison between Two Ninth Convergence Order Algorithms for Equations

by € “ Samundra Regmi , € “ loannis K. Argyros and { “ Santhosh George

Algorithms 2020, 13(6), 147; https://doi.org/10.3390/a13060147 - 20 Jun 2020

Viewed by 361

Abstract A local convergence comparison is presented between two ninth order algorithms for solving nonlinear equations. In
earlier studies derivatives not appearing on the algorithms up to the 10th order were utilized to show convergence. Moreover, no
error estimates, radius of convergence or results [...] Read more.

A Survey on Approximation in Parameterized Complexity: Hardness and Algorithms

by € “ Andreas Emil Feldmann , € “ Karthik C. S. , { “ Euiwoong Lee and € “ Pasin Manurangsi

Algorithms 2020, 13(6), 146; https://doi.org/10.3390/a13060146 - 19 Jun 2020

Viewed by 411

Abstract Parameterization and approximation are two popular ways of coping with NP-hard problems. More recently, the two have
also been combined to derive many interesting results. We survey developments in the area both from the algorithmic and hardness
perspectives, with emphasis on new techniques [...] Read more.

(This article belongs to the Special Issue New Frontiers in Parameterized Complexity and Algorithms)

Binary Time Series Classification with Bayesian Convolutional Neural Networks When Monitoring
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Viewed by 484

Abstract The world’s oceans are under stress from climate change, acidification and other human activities, and the UN has
declared 2021-2030 as the decade for marine science. To monitor the marine waters, with the purpose of detecting discharges of
tracers from unknown locations, large [...] Read more.

(This article belongs to the Special Issue Methods and Applications of Uncertainty Quantification in Engineering and Science)
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Efficient Probabilistic Joint Inversion of Direct Current Resistivity and Small-Loop Electromagnetic
Data
by € “ Christin Bobe , { “ Daan Hanssens , { “ Thomas Hermans and € “ Ellen Van De Vijver

Algorithms 2020, 13(6), 144; https://doi.org/10.3390/a13060144 - 18 Jun 2020
Viewed by 350

Abstract Often, multiple geophysical measurements are sensitive to the same subsurface parameters. In this case, joint inversions
are mostly preferred over two (or more) separate inversions of the geophysical data sets due to the expected reduction of the non-
uniqueness in the joint inverse solution. [...] Read more.
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Numerically Efficient Fuzzy MPC Algorithm with Advanced Generation of Prediction—Application to
a Chemical Reactor
by € “ Piotr M. Marusak

Algorithms 2020, 13(6), 143; https://doi.org/10.3390/a13060143 - 14 Jun 2020
Viewed by 522

Abstract In Model Predictive Control (MPC) algorithms, control signals are generated after solving optimization problems. If the
model used for prediction is linear then the optimization problem is a standard, easy to solve, quadratic programming problem with
linear constraints. However, such an algorithm may [...] Read more.

(This article belongs to the Special Issue Model Predictive Control: Algorithms and Applications)
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Parallelized Swarm Intelligence Approach for Solving TSP and JSSP Problems

by € “ Piotr Jedrzejowicz and  “ Izabela Wierzbowska
Algorithms 2020, 13(6), 142; https://doi.org/10.3390/a13060142 - 12 Jun 2020
Viewed by 414

Abstract One of the possible approaches to solving difficult optimization problems is applying population-based metaheuristics.
Among such metaheuristics, there is a special class where searching for the best solution is based on the collective behavior of
decentralized, self-organized agents. This study proposes an approach [...] Read more.

(This article belongs to the Special Issue Swarm Intelligence Applications for NP Hard Challenges)
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Abstract The researches about a mobile entity (called agent) on dynamic networks have attracted a lot of attention in recent years.
Exploration which requires an agent to visit all the nodes in the network is one of the most fundamental problems. While the
exploration [...] Read more.

(This article belongs to the Special Issue Distributed Computing Theory, Systems, Algorithms, and Data Structures)
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Special Issue on Ensemble Learning and Applications

by € “ Panagiotis Pintelas and { “loannis E. Livieris
Algorithms 2020, 13(6), 140; https://doi.org/10.3390/a13060140 - 11 Jun 2020
Viewed by 441

Abstract During the last decades, in the area of machine learning and data mining, the development of ensemble methods has
gained a significant attention from the scientific community. Machine learning ensemble methods combine multiple learning
algorithms to obtain better predictive performance than could be [...] Read more.

(This article belongs to the Special Issue Ensemble Algorithms and Their Applications)

Optimization Algorithms for Detection of Social Interactions

by € #Vincenzo Cutello , € “ Georgia Fargetta , { “ Mario Pavone and { “ Rocco A. Scollo
Algorithms 2020, 13(6), 139; https://doi.org/10.3390/a13060139 - 11 Jun 2020
Viewed by 556

Abstract Community detection is one of the most challenging and interesting problems in many research areas. Being able to
detect highly linked communities in a network can lead to many benefits, such as understanding relationships between entities or
interactions between biological genes, for instance. [...] Read more.

(This article belongs to the Special Issue Algorithms for Graphs and Networks)
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Late Acceptance Hill-Climbing Matheuristic for the General Lot Sizing and Scheduling Problem with
Rich Constraints

by € ® Andreas Goerler , C“ Eduardo Lalla-Ruiz and { “ Stefan VoR
Algorithms 2020, 13(6), 138; https://doi.org/10.3390/a13060138 - 09 Jun 2020
Viewed by 486

Abstract This paper considers the general lot sizing and scheduling problem with rich constraints exemplified by means of rework
and lifetime constraints for defective items (GLSP-RP), which finds numerous applications in industrial settings, for example, the
food processing industry and the pharmaceutical industry. To [...] Read more.

(This article belongs to the Special Issue Optimization Algorithms for Allocation Problems)
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Sparse Logistic Regression: Comparison of Regularization and Bayesian Implementations

by € * Mattia Zanon , C * Giuliano Zambonin , € * Gian Antonio Susto and € “ Sean McLoone
Algorithms 2020, 13(6), 137; https://doi.org/10.3390/a13060137 - 08 Jun 2020
Viewed by 458

Abstract In knowledge-based systems, besides obtaining good output prediction accuracy, it is crucial to understand the subset of
input variables that have most influence on the output, with the goal of gaining deeper insight into the underlying process. These
requirements call for logistic model [...] Read more.
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Abstract: In this paper, a novel graph model to figure Collision-Free Multiple Traveling Salesman
Problem (CFMTSP) is proposed. In this problem, a group of vehicles start from different nodes in
an undirected graph and must visit each node in the graph, following the well-known Traveling
Salesman Problem (TSP) fashion without any collision. This paper’s main objective is to obtain
free-collision routes for each vehicle while minimizing the traveling time of the slowest vehicle.
This problem can be approached by applying speed to each vehicle, and a novel augmented graph
model can perform it. This approach accommodates not only the position of nodes and inter-node
distances, but also the speed of all the vehicles is proposed. The proposed augmented graph should
be able to be used to perform optimal trajectories, i.e., routes and speeds, for all vehicles. An ant
colony optimization (ACO) algorithm is used on the proposed augmented graph. Simulations
show that the algorithm can satisfy the main objective. Considered factors, such as limitation of the
mission successfulness, i.e., the inter-vehicle arrival time on a node, the number of vehicles, and the
numbers of vehicles and edges of the graph are also discussed.

Keywords: Traveling salesman problem; collision-free trajectory; augmented graph; augmented
edge; Ant colony optimization; multiple-vehicles system.

1. Introduction

Distribution systems involving autonomous vehicles, such as automated guided vehicles
(AGV), are an interesting research topic that continuously grows in the operational research area.
Routing and scheduling have been dominating issues to explore. Particularly, in applications
involving multiple vehicles, vehicle routing problem (VRP) and its variants are well-known
approach to solve client services. Such problems are usually generalized by the traveling salesman
problem (TSP)[1-5]. Many approaches to solve complexity in TSP are explored, such as min-k-SCCP
[6-9].

In general, many scholars are focused on the minimization of cost, especially with regard to the
required processing time [1,10-15]. However, in the modern distribution systems, other issues, such
as collision, appear [11,14]. Particularly, for instance, in warehouses, cross-sections always exist in
their layout. This condition leads to an unsafe situation caused by the high possibility of collision.
Numerous researches have been reported, such as conflict-free routing for material handling
vehicles [10-14] and distribution system [15-18]. Thus, this issue emerges in studies on avoiding
collision scheduling. Mostly, artificial intelligence (Al)-based methods were proposed to solve the
problem [1,14-18].

Algorithms 2020, 13, 153; doi:10.3390/a13060153 www.mdpi.com/journal/algorithms
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Based on our investigation, less of the publications address a problem of asymmetric TSP
(ATSP). In this problem, an individual (vehicle, human, etc.) is required to travel from node-to-node
on a not-fully connected graph, where each node can be visited only once by minimizing a given cost
function. This type of problem was initially analyzed by a simple problem such as TSP, which has
been explored for decades [15,16,18-24]. At the first appearance, this problem was overcome by
simple computational techniques, such as the ascent method [19] or taboo parallel search method
[20]. However, as more variations of TSP appeared, the use of these computational techniques is
inadequate, especially because of great computational efforts. A particular complex variant of TSP is
Multiple TSP (MTSP), which is proven as NP-hard [10,25-27]. In the MTSP, each node is allowed to
be visited only once. Furthermore, the order of the routes of each agent is free of constraint.
Consequently, this scenario leads to split routes, i.e., there is no intercepted route among agents.
Several methods were proposed, i.e., Ant Colony Optimization (ACO)[17,27,28], Bee Colony
Optimization (BCO) [18], neural network [21], branch-and-bound algorithm [13], and so forth.

We introduce a variant of MTSP called Collision-Free Multiple Traveling Salesman Problem
(CEMTSP). Unlike the typical MTSP, this problem considers a particular case where more than one
vehicle can visit the same node to establish some activities. Similar to single TSP, each vehicle has to
visit all nodes only once. However, unlike the typical MTSP, each node is allowed to be visited by
each vehicle only once, and for a time interval, only a vehicle can occupy the node. In CEMTSP, we
consider the mission that all the vehicles must accomplish their own TSP. Our objective is to
minimize the completion time of the slowest vehicle. A side-effect problem arises, i.e., collision
avoidance at each visited node, especially which has more than one edge. Collision issues have
appeared in numerous works [29-36]. The typical definition of collision considers only
vehicle-to-vehicle distance [10-14,29]. Here, each vehicle has a “safety area” around its body that
cannot be occupied by other vehicles. However, under particular motion directions, the safety area
cannot guarantee the safety, since the vehicle moves faster than the minimum allowable speed
toward another vehicle. This problem was coined in the work of Fraichard and Asama [30] by
introducing an “inevitable collision states”, i.e., a set of configurations (position and direction) of a
vehicle that makes the vehicle fail to avoid collision with any object. A successful development of the
framework of predicting the collision was introduced in Reference [31], and is called the “reciprocal
velocity obstacle”. This work defines “obstacle” in a more precise manner, by considering not only
the position of the obstacle but also the velocity of the vehicle and the obstacle. Therefore, the
collision time can be predicted [32-36].

The typical MTSP is mostly solved by utilizing a conventional graph model consisting of a set of
nodes and a set of edges. However, such a graph model cannot be used to handle the issue of the
collision, since the model only describes the information of position. In our work, we propose a
novel graph model that contains information on position and speed options. Speed, together with
node-to-node distance, is useful to determine the minimum arrival time difference between any two
vehicles on a node, which in turn, can be used as a collision indicator. We assume that the safety area
on each node corresponds to its minimum allowable arrival time difference. In order to find the
optimal solution, we utilize an Ant Colony Optimization (ACO) algorithm on the proposed graph
model, such that the solution is not only a sequence of visited nodes but also the speed that is
applied for the node-to-node trip. The typical algorithm uses a single species of ant to find the
optimal single vehicle’s route search. However, it is inadequate to use that single species to solve
CFMTSP. Therefore, we propose multiple species of ants, as each ant represents a specific vehicle.
The main feature of such an ACO algorithm is in the assumption that each ant only recognizes
pheromone trails from other ants in the same species.

Based on the previous study, the problem that is similar to the CFMTSP has never been
explored yet. The closest research was reported in References [13,37,38]. The research in Reference
[13] focused on finding the route and speed for the Vehicle Routing Problem (VRP). However, this
method uses an assumption of independent speed choice between any two edges, which is
mechanically unrealistic because of the existence of acceleration constraints (see [36]). The issue of
collision in MTSP appeared in References [37-39]. In Reference [37], a fleet of vehicles serves all
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nodes in an overlapped time-based batch. Accordingly, this problem may contain the possibility of
collision, as well, since any two vehicles can visit the same node in an overlapped time. In Reference
[38], a variant of TSP, namely Close Enough Traveling Salesmen Problem (CETSP), is presented. This
work considers the node more as an area with a predetermined radius rather than the nodes as
points. Moreover, the area is allowed to be occupied by only one vehicle at any time. However,
similar to Reference [13], the node-to-node travel time in both articles is assumed to be
predetermined. This assumption is practically not realistic, because a single (autonomous) vehicle is
controlled automatically by a computer-based control system [39]. The control system has to send
some speed instructions to the AGV while traveling some paths [35]. Several published algorithms
did not consider speed selection, because they was assumed that some constant speeds are applied
to the paths [25-27].

The organization of this paper is described as follows. Section 2 introduces several
terminologies needed to support the analysis and discussions. Section 3 describes the problem
statement. Section 4 explains the proposed methods, including the proposed augmented graph and
the application of ACO on the graph. Section 5 reveals the simulation results and discussions.
Finally, Section 6 concludes the overall work and describes future works.

2. Preliminaries

Let G(V,E) be an undirected graph, where V = {vi}?’:vl denotes a set of N, nodes, and E =
{ei;} is a set of edges connecting two nodes v;and v;, ie.e;; = {(v,v)li,j €{1,2, ..,N,}}. In
addition, let B = {bi, j} € {0,1}"*Nv be an adjacency matrix of G, i.e., the matrix that describes the
connectivity of any pair of nodes in V, where b;; is assigned to one if v; and v;, i #j, are
connected and zero elsewhere. Let S = {s;|l € {1,2,...,Ns}} be a set of Ny speed options s;to be
applied to all vehicles at any node in G. Suppose that there exists a group of N, vehicles that are
assigned to visit each node in G.

Definition 1. Route and sub-route. A sub-route from v; to vjis defined as e; j, and a route is defined as a
sequence of sub-routes, i.e., & = {ei,j|i,j €{1,2, ...,Nv}} that begins from the start node v;gpqre € V to the
end node vV gng € V . The sub-route and route that are traveled by the k-th vehicle, k € {1, ..., N,,}, are denoted
as ei’_‘j € E and E¥, respectively.

Definition 2. Trajectory and sub-trajectory. A sub-trajectory ; ;, is defined as a pair of sub-routes and speed
option (e, s;), or in other words, the sub-route from the i-th node to the j-th node by applying the I-th speed
option. A trajectory is a sequence of sub-trajectories, denoted as ¥ = {;;,} connecting the start node
Vistart € V to the end node v;ong € V. The sub-trajectory and trajectory that are traveled by the k-th vehicle
are denoted as 1/)51-‘1, and ¥k, respectively.

Definition 3. Arrival time. Arrival time of the k-th vehicle to the i-th node, denoted as t¥, is defined as the time
when the vehicle starts to enter the node.

Definition 4. Operational time. The operational time of the k-th vehicle on the i-th node, denoted as top, 18
defined as the difference between the times the vehicle leaves and enters the node.

Definition 5. Completion time. A completion time, t¥, is the time required by the k-th vehicle to visit all nodes
in G.

Definition 6. Collision. Any two vehicles are said to have not collided at the i-th node if, and only if, the arrival
time difference |tf1 - tikz| > top, ki # ky, and during the time interval each vehicle is out in the inevitable
collision states defined in References [21,22].
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3. Problem Statement

In this study, we enhanced the problem of the typical TSP (see [6,12]) to collision-free multiple
TSP (CEMTSP). In this problem, each vehicle attempts to establish its individual TSP mission. The
CFMTSP is described as follows. First, we need to find a complete trajectory for all vehicles, i.e.,
{w{‘j,]}, such that the following function is minimized:

tmax = max(td,t2, ., t2"), 1)
subject to the following:

1. There is no collision between any vehicles (see Definition 6) at each node.
The start times, tX,., of all vehicles are zero, i.e., thay = tZae = - = tat, =0

3. S > 0.

Note that the second constraint is designated to be a collision indicator. If the constraint is
violated, then the vehicles have collided with each other. The third constraint emphasizes that there
is no delay among the start times of the vehicles.

Assumption 1. All vehicles start from different nodes.
Assumption 2. The operational times, t,p,, for all nodes in Gare assumed to be constant.
Assumption 3. The number of speed options, i.e., Ny, is the same for all vehicles.

Assumption 4. Collisions are considered only at the nodes. The edges are assumed to be sufficiently broad, so
that any vehicles passing through the same edge will not collide with each other.

Assumption 5. The graph G(V,E) is not a multi-graph, i.e., the number of edges between any two nodes is
exactly one.

4. Proposed Methods
4.1. Augmented Graph

4.1.1. Graph Model

Solving the problem described in (1) is difficult by using typical graph G, since there is no
information about the arrival time of each vehicle at each node. Consequently, the inter-vehicle
collision problem is unable to solve. To address such a problem, instead of using typical graph G, we
developed a novel structure of the graph, which is called an augmented graph, denoted by G2. The
augmented node can be constructed from the typical graph G.Let G®(V?, E?) be an augmented graph,

where V2 = {1/11-‘]-,1}, as long as b;j =1, i,j €{1,..,N,} and [ € {1,2,..,Ns}, is defined as a set of
augmented nodes and E? = {Effjfllf}, where &27202 = (W, j, 1, Wiy j1,) 1S augmented edge, ie., start
i2,j2.l2

and end connected sub-trajectories pairs ¥; ; ;, and ¥;, ;, 1,. Note that the notation &/

implies
that 1;, j,;, must be a successor of ;, ; ;. Therefore, it is required that i, = j;.

Figure 1 visualizes the proposed G*, V?, and E?. G®expands the typical G from the
node-to-node relation into transition-to-transition relation. In the typical graph G, the edges are
weighted by node-to-node distance L;; while in the augmented graph G?, the augmented edges are
weighted by acceleration, whose formulation is conducted using start and final speeds the

node-to-node distance (see Equation (5)).
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Augmented Edge

- /‘\-

L |

Augmented Node q@

Figure 1. Augmented nodes and edges.

Figure 2 shows that, for a node-to-node trajectory, there are some speed alternatives to apply.
Therefore, the augmented edge between any pair of augmented nodes can represent information of
acceleration and traveling time, for instance, the transition from 1, ,, to 1, 3,. The applied initial
and target speeds at the endpoint ofi;,; are s; and s,, respectively. Therefore, the uniform
acceleration a,, along the augmented edge is formulated as following:

_ (Sj)z—(si)2
ai:j - 2Li,j 4 (2)

where L;; is the length of the edge e, ,, and it is plotted to the transition from ;,; to ¥;3,.

Figure 2. The proposed augmented graph.

Furthermore, the traveling time, t, related to the acceleration in Equation (2) is formulated as
follows:

L;
i, ifa=0,

{
|

=4| —s; +1/(s) +2al;; _ )
(

, otherwise.
ai’j

4.1.2. Additional Adjacency Matrix

We introduced some supporting matrices to support the proposed algorithm. First of all, we
introduced edge matrix, denoted as °B = { b jli,j €{1,2, ..., Nv}}, whose dimension is the same with
the adjacency matrix B. Let e, where g is the identifier of an edge whose value can be determined
by Algorithm 1, be defined as the edge identifier of each element of B, i.e., b;; that has the value of
1. Therefore, we get the following:

eb' o {qe, lfbw > 1,
0, otherwise.

(4)

where i,j € {1,2,...,N,}.
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Algorithm 1 Determine the index of edge matrix

1: Input: B

2. q=0;

3: For i =1to N,

4: For j = 1to N,

5: If i # jand b;; =1, theng=g+land e =gq.
6 End

7:  End

8: Output: all {e}.

For instance, suppose that we have the following adjacency matrix of a graph ¢ whose number
of nodes is 5, as follows.

0 1 0 1 07
[0 0 1 0 Ol
B=l1 0 0 1 0 ()
[0 1100
01110
Therefore, by using (4), we have the following;:
[o e 0 % g
I o O € 0 OI
‘B=|% 0 0 Se g. (6)
lo ‘e e o 0
[0 8 9% 12 0

Furthermore, we use the index of %e, i.e., q as the index of row of another adjacency matrix
named trajectory adjacency matrix, denoted as ¥B. Each row and each column of this matrix represent
edge “e and speed s, respectively. Let Py be the element of ¥B, where we have the following:

p(q, D) = (g —1Ns; +1, )

l€{1,2,..,Ng} and q are defined in (4). Suppose that we apply three-speed options; therefore, Ng =
3. From the adjacency matrix example in Equation (5) and its respective edge matrix in (6), we have
the elements of T as follows: For edge le, we have three trajectories, i.e., L, 21/), and 311). Since
from Equations (5) to (7), ‘e represents e;,, then 'y, %), and >y represent 1,1, P12, and
Y, 5 3, respectively. Similarly, e represents e ,. By using (10), we have trajectories By, ™Mp, and
154. Therefore, according to Equations (5)—(7), *y, ¥, and 5y represent Y341, Y342, and P33,
respectively.

The last adjacency matrix is the augmented-edge adjacency matrix, denoted by ¢B, where the row
and column are indexed by the index of 71, i.e., p. Let "¢ be the element of fB, whose value is not

. igjarl
zero and be associated to ¢ i12 ]]12 112

by applying Algorithm 2.

Algorithm 2 Determining the index of ¢:

1: Inputs: wB,pl,pz

2:  Output: éYB, hf

3 h=0

4. Fori=l,..., 1/’B|// loop for all rows

5: Forj=1,..., th| // loop for all columns
6: c1= rowll,( il/)),' c2=row¢,( jl/))

7 If ¢; # ¢,

8: If end.(“e) = start,(“'e)

9: h=h+1

10: $by; = h
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11: he =h
12: Else

13: $byj =0
14: End

15: Else

16: ‘b,
17: End if
18: End for

19: End for

The functions rowy,(x), start.(x), and end.(x) return the row index belonged to the row in
II’Bcontainir\g x, the indexes of start and end node in °B, respectively. In the previous example,
there are ten edges and three speed options. The number of trajectories is 30 and the dimension of
¢B = 739%3°_ Until this step, we have the following adjacency matrices:, °B, ¥B, and ‘B. Suppose
that we are given h¢; then, by using the map described in fB, we obtain Py and P%, where p,

and p, are the indexes of the row and column of ¥B associated to "'¢. After that, we check the map

q

in YB, and we obtain the edge “eand speed option s, for each P and P%).

4.2. Ant Colony Optimization

Ant Colony Optimization (ACO) was first introduced in Reference [28]. This algorithm is
powerful for routing problems such as traveling salesman problem (TSP), vehicle routing problem
(VRP), and their variants [17,27]. The algorithm mimics the behavior of a colony of ants in foraging
activities. Suppose that, at the beginning, the colony has no information about the location of the
food source. An ant system (AS) consists of a set of artificial ants which perform foraging activities,
from their nest to a food source. Some ants begin to move randomly to any direction and deposit a
chemical called “pheromone”, whose trails will be traced by other ants. This process is iterated such
that the optimal route is that with the maximum number of pheromone trails.

In this study, we used an ACO algorithm for finding trajectories for a multiple-vehicle system.
The algorithm is different from the typical ones. It involves more than one species of ants whose
pheromone the others cannot detect trails of. In the cases of CFMTSP, a species represents a vehicle.
We develop an algorithm such that each species performs a collision-free trajectory, i.e., all species
can prevent collision with each other. In this study, we assume that any two species are not colliding
with each other if the difference of their arrival times exceeds a minimum allowable value.

Suppose that there exist N, ant species. Each species consists of N, ants. The r-th ant of the
k-th species, denoted by ok k€ {1,2,..,Ny{, r € {1,2, ..., Ny}, represents the k-th vehicle. Each ant
is assumed to be able to recognize only the trails produced by ants of the same species. Therefore, if
there exists a large concentration of pheromone in a sub-route, if it comes from different species,
then it is less possible for the ant to choose that sub-route as a choice. As the typical ACO algorithms,
as one ant passes a sub-route, it leaves pheromone trails along the sub-routes. From now on, the
others will smell the trails, and based on the largest amount of pheromones, it will choose the
sub-route. Even though there are pheromones produced by other different ant species, the ant
cannot recognize them. This behavior is similar to the behavior of some colonies of ants in the real
world, that is, they cannot recognize the trail of other different ant species, as reported in Reference
[40]. Researchers in that study have discovered that a species of ants, i.e., Lasius nigers (La. nigers), is
unable to recognize the pheromone trails produced by Novomessor cockerelli (N. cockerelli) and
Linepithema humilis (Li. humilis). The reason is that their pheromone trails are constructed by different
chemicals.

In this model, we applied the amount of pheromone applied to the proposed augmented graph
G?® to augmented edges hf . Definen, "%, and A"t®" as the iteration, the total amount of
pheromone left by the k-th ant species on augmented edges "¢, and the increase of pheromone

amount left by each r-th ant of the k-th ant species, respectively. We formulate "z¥ as follows.
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Nm

") = M- D)+ ) AMTET (), 8)

if a solution is found and the i-th and j-th nodes are the part of the augmented edge passed through
by the k-th ant species, and

htk(n) = p "t*(n - 1), )

where p € (0,1] is defined as evaporation rate, if the search fails to find a solution. Furthermore,
AR is formulated as follows:

Q
dkr’

where d*" is the total distance traveled by the r-th ant from the k-th species, and Q is a positive
constant.
We apply the probability of selecting he e, Pr( hg ) as follows:

(")’ (")

h B, o\
Zall hi{eNeighbors(hf)( ln) ( lTk)

A h.[k,r —

(10)

Pr( ") = (11)

Note that the selection of trajectories of more than one vehicle leads to a consequence of
inter-vehicle collision-checking. Therefore, a procedure for checking the collision is developed.

Before describing the main algorithm, we define a number of variables: vl-]f A are and s;‘t‘;rt are
the initial position and speed, respectively. LE., Lk, LK, L% and L’ésel are the lists of unvisited
nodes, collection of edges, collection of trajectories, and collection of augmented-edges, the sequence
of selected augmented-edges from the start to end nodes, respectively. L.;; is a collection for each
node i € {1,2, ..., Ny} that stores information of the k-th vehicle that has visited the node and its
associated arrival time, t¥. WK, is the best trajectory performed by the k-th species.
il,cécart' and speed S;(t';rtOf
each r-ant of the k-th ant species. Note that r also represents the index of iteration. Consequently, Ny,
represents the number of iterations. In Lines 3 and 4, all the required adjacency matrices are
constructed, and L%, for all ant species is set to be empty.

The searching process starts from Line 5. For each iteration, trajectories are constructed for each

In Line 1 of Algorithm 3, the input is the graph G, initial positions v

species. In Line 7, some required initializations are performed, such as the initial amount of
pheromones. The values are set randomly small to prevent division-by-zero at the beginning at the
process. The next processes are focused on identifying the augmented edge of the current occupied
node, vk ...

The function CreateEdgeList( v¥,,) is purposed to extract all edges %e in G whose start nodes
are vX .. In this process, the edge matrix °B isused. The resulted ‘e is then pushed to LK.

The next step is to extract the sub-trajectories, Py, whose edges are 9e. However, two
conditions make the extraction fail. First, it is possible that the end node of the edge e, ie.,
end,( %e)), was visited. Therefore, the availability of the end node of the edge must be checked (Line
13). Second, even though end,( %e)) is available, if there exists another ant occupying the node such
that the second constraint is violated, then the process is continued to the next edge. This process is
revealed in Lines 14-16.

If the end node of the edge ‘e has not been visited yet and has no collision issue, then the
function CreateTrajectoriesList( L%, %e) is executed (Line 18). The CreateTrajectoriesList( LK, ‘e) uses
trajectory adjacency matrix ¥B as reference to find the correct trajectories that are spanned by the
g-th edge in L. If the end node of the edge ‘e has been visited previously, the process will check
the other edges. If there is no edge available, then it can be concluded that a complete trajectory is
failed to found. Therefore, the process is continued to new iteration (Lines 29-32). In Line 30, the
amount of pheromone trails is reduced by calling ReducePheromoneTrailsAmount( L%, "t*), which
applies Equation (12).
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Algorithm 3 Main Algorithm

N N A T A AT

10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

21:
22:

23:

24:
25:
26:
27:
28:
29:
30:
31:
32:
33:
34:
35:
36:
37:
38:
39:

40: End

starts
: Perform , °B, ¥B, and J:3
sk {) forall k€ {12,..,N}.

forall k € {1,2,...,N.}.

:Inputs: G, v

:Forr=1to Ny

For each edgein L%, i.e,
Ifend.(%e) € LY.y,

forall k€ {1,2,...,N.},r € {1,2,.., Ny},

Initialize( V&, sET.0);
L}é <_{}/ LII;) <_{}/ Ll;’(_{}r L§,5e1 <_{}/ leis<_{}~
For each k-th ant species
While L%, # {}
L% «CreateEdgeList( v 1)

qe,

IfIsCollided( L., end.( %e)) is TRUE
continue;

End

Py =CreateSubTrajectoriesList( LK, %e).

Ly < Py.

For each p-th trajectory in Ll{b ie., Py,
L’§ —CreateAugmentedEdgesList( LY, P1).

End

L}g,se] «SelectAugmented Edge( L’;).

{t}fmax «CalculateMaxArrival Time( L’;r_sel).

Remove(LX,,, end( %e)).

continue.

If 1, == {}
htk =ReducePheromoneTrailsAmount( L’gsel, hrk)
go to Line 5.

Ly < {3}
End //end while
End // end for
"tk =CalculatePheromoneTrails Amount( L o), "t¥), for all k € {1,2,..., N }.
Pr( L% o1 )= CalculateProbability( L¥ o), "t*), forall k € {1,2, ..., N,}.
thest = Min({timax))

N
Lllclnv {32

41: Outputs: Pfeg with th .= theo forall k € {1,2, ..., N}

In Lines 19-21, the function CreateAugmentedEdgesList (LY, 1)) is used to extract the augmented

edges that is spanned by the p-th trajectory in L’fp. This function uses augmented-edge adjacency

matrix ‘B as a reference to find the correct augmented edge that is spanned by the p-th trajectory in
LY. The result is "¢ and is pushed to Lf, and we select the augmented edge, whose probability,

calculated using Equation (14), is the largest. The selected augmented edge is then pushed into

L’gsel(Line 22). In addition, the maximum traveling time, t/,.,, is calculated in Line 23. Here, the
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final value of t,,, is the traveling time of the slowest ant species. Moreover, the member of L¥,
that is the same to end,( %e) is removed (Line 24), since theend,( %e) is selected to be visited.

After all ants from all species complete their routes, the pheromone trails on all augmented
edges are updated in Line 31 by using Equation (11). By using the current pheromone trails, the
probability of all augmented edges in LY, ke€{12..,N,} is calculated by using
CalculateProbability( ng,sel' "7k} in Line 37. The global minimum, tf,, is then calculated in Line 38.
Finally, the output is Yfes With thyay = thesy forall k € {1,2,...,N,}.

5. Results and Discussions

We tested the performance of the proposed algorithm by conducting simulations involving
graphs with various numbers of nodes, i.e., 10, 15, and 20 nodes, as shown in Figure 3-5,
respectively. For each graph, four variations of connectivity were simulated to show the success of
finding solutions. We denoted the graph, together with the connectivity of variations, by using the
code “CONFIG A-B”, where A is the number of nodes and B is the label of a variation. For instance,
the first variation of the graphs with 10, 15, and 20 nodes were denoted as CONFIG 10-1, CONFIG
15-1, and CONFIG 20-1, respectively. Note that all edges were bi-directional.

Three significant aspects were evaluated. The first aspect was the influence of minimum
allowable arrival time on the solution’s existence and the convergence of the solutions. The second
was the correlation between the average degrees of all nodes, the number of vehicles, and the
number of nodes to the success of finding solutions. The last aspect was the accuracy of the resulted
minimum traveling time of the slowest vehicle, according to the variation of the evaporating
constant and its effect on the convergence of the search results.

For evaluating the first and third aspects, we established simulations for three vehicles, where
the 1st, 2nd, and 3rd vehicles started from Nodes 4, 1, and 3, respectively. Each vehicle had four
speed options, i.e., 0.1, 0.5, 1, and 1.5 m/s. Meanwhile, for evaluating the second aspect, we applied
two until seven vehicles on each connectivity configuration. Vehicles 1 until 7 were started from
Nodes 4, 1, 3, 5, 10, 7, and 8, respectively. For one simulation, we applied 3000 iterations of searching
the optimal solution.

200

Node 8

150 -

100 -

50 -

50+

-100 -

-150 L L L L ]
-200 -150 -100 -50 0 50 100 150 200

Figure 3. Graph with CONFIG 10-1 configuration (10 nodes).



Algorithms 2020, 13, 153 11 of 19

200

150 -

50

50
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Figure 4. Graph with CONFIG 15-1 configuration (15 nodes).

200 -
150 |-

100 |-

-100 -

-150 -

o LNode16 ‘ ‘ ‘ ‘ pdel18 |
200 -150 -100  -50 0 50 100 150 200 250

Figure 5. Graph with CONFIG 20-1 configuration (20 nodes).

5.1. The Effect of Minimum Allowable Arrival Time Difference t,.

The first simulation set was established to evaluate the relation between the minimum
allowable arrival time difference, t,.., and the solution’s existence. The purpose of the simulations is
to confirm the hypotheses. In such simulations, we used @ =1 and f =1 and evaporate rate p =
0.95. We applied five values of t,., i.e., 10, 50, 100, 150, and 300 s.

Table 1; Table 2 show the results of 10 trials for varying allowable minimum occupation time
tocc and varying evaporate constant p, respectively. In each table, as shown in Column (1), for each
occupation time, we established five trials. Column (1) reveals the values of ty... Column (2) is the
success rate of finding a complete solution. Columns (3) and (4) show the average and standard
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deviation of the maximum traveling times, respectively. Column (5) shows the minimum value of
maximal traveling times.

The application of t,.. is evaluated for its effect on the percentage of successful trials from 10
trials, i.e., Mgyccess, average traveling time of the slowest vehicle, T, the standard deviation of Ty,
i.e., or, and the minimum traveling time that is ever found from the ten trials, i.e., Ty,. For this
purpose, we use a statistical correlation technique. The correlations between to.. and ngyccess: Tavg,
or, and Ty, are —0.99, 0.83, 0.75, and 0.88, respectively. In can be concluded that there is a strong
negative relationship between t,..,= and ngyccess and almost-strong positive relation between t,¢.
and the other three variables. In addition, the tendency of failure can be identified by a parameter
Or/tocc- We found from the simulation that or/te.. is directly proportional to the probability of
success in finding a solution, i.e., Ngyccess-

Table 1. Simulation results for various t,.. for three vehicles.

@) (2) (3) @ (5)
tocc(s) Nsuccess Tavg(s) or(s) Tinin(s)
10.00 10 1754.16 320.69 1482.50
50.00 9 2648.04 663.91 1896.30
100.00 8 3412.84 1191.16 1961.10
150.00 8 3314.01 841.83 1684.20
300.00 5 3735.32 1180.45 2851.00

Table 2.Simulation results for various evaporate constants at t,. > 150 s.

@ (2 (3) @ (5)

P Msuccess Tavg(s) o1(s) Thin
0.1 9 2977.72 73250 1949.00

0.2 7 331733 636.00 2189.30
0.3 6 2269.77 403.38 1744.00
0.4 8 3213.81 777.59 1966.40
0.5 9 2929.99 609.94 2064.70

5.2. Successfulness of Finding a Solution

Since the graph is not fully connected, it is possible that there exists a situation such that any
single solution is failed to find as the effect of the number of nodes, the average degree of all nodes
increase, and the number of vehicles. The degree of a node is defined as the number of edges that
connect to the node. We established simulations for 10, 15, and 20 nodes under t,.. = 10s.

5.2.1. Simulations for 10 Nodes

For the ten nodes cases, we applied four different configurations of connectivity, as shown in
Table 3, i.e., CONFIGs 10-1, 10-2, 10-3, and 10-4. CONFIG 10-1 is the graph with the connectivity
visualized in Figure 3. CONFIG 10-2 is constructed from CONFIG 10-1 with the elimination of the
edge connecting Nodes 5 to 8. CONFIG 10-3 is constructed from CONFIG 10-3, with the elimination
of the edge connecting Nodes 5 to 9. CONFIG 10-4 is constructed from the CONFIG 10-1, with the
addition of the edges connecting Nodes 1 to 4, 3 to 6, and 4 to 7. Table 3 describes the degree of each
node. The averages of the degree of nodes for CONFIG 10-1, 10-2, 10-3, and 10-4 are 3.20, 3.00, 2.80,
and 4.00.
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Table 3. Simulation results for 10 nodes.

Number of Degree of Nodes
Node CONFIG10-1 CONFIG10-2 CONFIG10-3 CONFIG 10-4

1 3 3 3 4
2 4 4 4 4
3 3 3 3 4
4 2 2 2 4
5 5 4 3 5
6 3 3 3 4
7 3 3 3 5
8 3 2 2 3
9 4 4 3 4
10 2 2 2 3
Average 3.20 3.00 2.80 4.00
Nu:)l}ber Success @ Success @ Success @ Success
. Rate (%) Rate (%) Rate (%) Rate (%)
Vehicles
3 0.09 100.00 0.10 100.00 0.11 100.00 0.08 100.00
4 0.13 90.00 0.13 100.00 0.14 100.00 0.10 100.00
5 0.16 100.00 0.17 100.00 0.18 100.00 0.13 100.00
6 0.19 90.00 0.20 90.00 0.21 0.00 0.15  100.00
7 0.22 0.00 0.23 0.00 0.25 0.00 0.18 90.00

We investigate the relationship between the nodes’ average degrees and the number of vehicles
to the possibility of successfulness of finding a solution. Here, we introduce a parameter ¢ defined
as follows:

Nll

¢ - ran NV' (12)

where 7,,, is defined as the average degree of all nodes. From Table 3, it can be seen that the
solution can be found for ¢ < 0.19. It can be concluded that, from the 10 trials, at the range of the ¢,
there exists at least one successful trial.

5.2.2. Simulations for 15 Nodes

In this simulation, we added five nodes, as follows. Nodes 11, 12, 13, 14, and 15 are located at
(=150 m, -123 m), (170 m, 50 m), (100 m, 123 m), (100 m, 60 m), and (0 m, —170 m), respectively.
Moreover, four edges configurations in the new graph were established, called CONFIG 15-1,
CONFIG 15-2, CONFIG 15-3, and CONFIG 15-4. The CONFIG 15-1 connectivity configuration is
described in Figure 4. CONFIG 15-2 is constructed by adding an edge connecting Nodes 1 and 5 on
the CONFIG 15-1. The CONFIG 15-3 configuration is performed by adding edges connecting Nodes
1to4, 2 to 12, and 7 to 10 to CONFIG 15-2. The CONFIG 15-4 configuration is performed by adding
edges connecting nodes 4 to 7 and 3 to 6 to CONFIG 15-3. The degree of each edge in each
connectivity configuration is described in Table 4.

From Table 4, it can be seen that the solution can be found for ¢ < 0.08, which means that, at
the range of the ¢, it can be concluded that, from the 10 trials, there always exists at least one
successful trial.
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Table 4. Simulation results for 15 nodes.

14 of 19

Number of Degree of Nodes

Node CONFIG 15-1 CONFIG 15-2 CONFIG 15-3 CONFIG 15-4
1 5 5 6 6
2 5 5 6 6
3 4 4 4 5
4 4 4 5 6
5 5 6 6 6
6 3 3 3 4
7 3 3 4 5
8 4 4 4 4
9 4 4 4 4
10 4 4 5 5
11 3 3 3 3
12 2 2 3 3
13 3 3 3 3
14 2 3 3 3
15 3 3 3 3
Average 3.60 3.73 4.13 4.40
Number of Success Success Success Success
Vehicles Rate (%) Rate (%) Rate (%) Rate (%)
3 0.06 100.00 0.05 100.00 0.05 90.00 0.05 90.00
4 0.07 90.00 0.07 90.00 0.06 90.00 0.06 100.00
5 0.09 10.00 0.09 20.00 0.08 10.00 0.08 50.00
6 0.11 0.00 0.11 0.00 0.10 0.00 0.09 0.00
7 0.13 0.00 0.13 0.00 0.11 0.00 0.11 0.00

5.2.3. Simulations for 20 Nodes

In this simulation, we added five nodes from the CONFIG 15-1, as follows. Nodes 16, 17, 18, 19,
and 20 are located at (-100 m, =180 m), (0 m, 100 m), (200 m, -180 m), (200 m, 180 m), and (170 m, 130
m), respectively. Similar to the simulation for 15 nodes, we define four edge configurations in the
new graph, namely CONFIG 20-1, CONFIG 20-2, CONFIG 20-3, and CONFIG 20-4. The CONFIG
20-1 connectivity configuration is described in Figure 5. CONFIG 20-2 is constructed by modifying
CONFIG 20-1, i.e., adding edges connecting Nodes 1 to 16, 4 to 16,2 t0 20, 6 to 9, 8 to 19, and 12 to 17.
CONFIG 20-3 is performed by adding Edges 2 to 17, 3 to 5 to 9, 7 to 15, and 9 to 15 and eliminating
Edges 4 to 16, 4 to 10, and 14 to 17 on CONFIG 20-2. CONFIG 20-4 is performed by the addition of

Edges 3 to 17, 4 to 16, 4 to 10, and 5 to 14 to CONFIG 20-3.

Table 5 reveals the simulation results of such connectivity configurations. It can be shown that
the solution can be found for ¢ < 0.02. It means that, from the 10 trials, it can be concluded that
there always exists at least one successful trial at the range of the ¢.

Table 5. Simulation results for 20 nodes.

Number of Degree of Nodes

Node

CONFIG 20-1

CONFIG 20-2

CONTFIG 20-3

CONTFIG 20-4

1

N OO s W

6

g1 W 0 o &

7

B B 0N O ©

7

Q1 = O U1 & O

7
9
7
7
10
4
5
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8 5 5 5 5
9 4 5 6 6
10 6 6 5 6
11 4 4 4 4
12 6 7 8 8
13 5 5 6 6
14 3 4 4 5
15 5 5 7 7
16 3 5 4 5
17 3 4 5 6
18 5 5 5 5
19 5 6 6 6
20 3 4 5 5
Average 4.90 5.45 5.75 6.15
Number of Success Success Success Success
Vehicles ¢  Rate(%) ¢ Rate(®%) ¢ Rate%) ¥ Rate(%)
2 0.02 10.00 0.02 100.00 0.02 100.00 0.02 100.00
3 0.03 0.00 0.03 90.00 0.03 100.00 0.02 90.00
4 0.04 0.00 0.04 0.00 0.03 80.00 0.03 90.00
5 0.05 0.00 0.05 0.00 0.04 0.00 0.04 0.00
6 0.06 0.00 0.06 0.00 0.05 0.00 0.05 0.00
7 0.07 0.00 0.06 0.00 0.06 0.00 0.06 0.00

5.3. Analysis of Accuracy

From the simulations established in Section 5.3, we can analyze the accuracy of the result, i.e.,
minimum traveling time of the slowest vehicle. The standard deviation o7 can identify the accuracy
of the simulation. As shown in Tables 1 and 2, the averages of ot for t,.c > 10 s and ty. > 150 s
are 373.48 s and 631.2 s. It indicates that the results in lower t,.. are more accurate than the higher
ones.

In addition, we analyzed the relationship between the average T,y and oy by using the same
technique as the one used in Section 5.2., i.e., statistical correlation. The results are described as
follows. The correlations between T,,; and or for toec > 10 s and toec > 150 s are 0.92 and 0.84,
respectively. It indicates that there is a relatively strong positive relation between T,,; and or:
larger T,y tends to lead to a larger or, or, in other words, a larger T,,, tends to lead to lower
accuracy.

Figure 6; Figure 7 show the searching progression for t,,. > 10 s and ty, > 150 s,
respectively, each with p = 0.1 and p = 0.5. It can be concluded that the algorithm’s ability to
converge is better for t,e. > 10 s than for t,.. > 150 s. It can be concluded from the final values
until the 3000th iteration. Moreover, Figure 6; Figure 7 confirm the accuracy conclusions conducted
from the statistical correlation analysis. Accuracy analysis can infer other behavior, that is, the ability
to reach T,,,. Figure 7 shows that, for t,.. > 10 s, the algorithm’s ability to reach T,,4 is better than
that for t,.. > 150 s. Furthermore, it can be seen that, for t,.. > 150 s, even until the 1500th
iteration, the algorithm still can update the minimum of maximum times. However, it cannot go
further to T,,,. The interesting situation occurs for p = 0.5 in the same t,c. In this situation,
mostly, once a solution is found, the algorithm cannot find another better solution.

5.4. The Near-Optimal Trajectories

We show two samples of near-optimal trajectories obtained from the simulations to verify that
any point in the graph G is visited by different vehicles with the arrival time difference between any
vehicles exceeds tq.. Tables 6 and 7 show the optimal trajectories for t,e. > 10 s and t,e > 150 s,
respectively. To verify that the arrival time differences exceed t,.., we provide Table 8. According to
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Table 8, for t,.. > 10 s, the smallest arrival time difference is 11.7 s, i.e., between Vehicles 2 and 3 at
Node 2. For t,.. > 150 s, the smallest arrival time difference is 165.4 s, i.e., between Vehicles 2 and 3
at Node 2.

12000 12000
& 10000 Z 10000
£ 8000 £ 8000
= (=
% 6000 % 6000
= =
S 4000 S 4000
£ - £ {%
= 2000 = = 2000/ —
% 500 1000 1500 2000 2500 3000 % 500 1000 1500 2000 2500 3000
Tterations Iterations
(@ (b)
Figure 6.The progression of searching the optimal solution for t,.. > 10 s: (a) for p = 0.1; (b)p =
0.5.
12000 12000
= 10000 | = 10000
£ so000 £ s000
= E
% 6000 % 6000
= . = I
- T L e
; 4000 Jm — '; 4000 |
Z 000 = 2000
00 560 10‘00 15‘00 20‘00 25‘00 30b0 00 560 10‘00 15‘00 2060 2500 3600
Iterations Iterations
(a) (b)
Figure 7. The progression of searching the optimal solution for t,.. > 150 s: (a) for p = 0.1; (b)p =
0.5.
Table 6. most near-optimal trajectories for t,.. > 10 s.
Routes 4 10 2 6 7 9 1 5 3 8
Vehicle 1 Arrival Time (s) 0 365.6 4469 511.5 584.0 6595 767.8 8744 9983 11949
Applied Speed (m/s) 0.1 1 1.5 1.5 1 1.5 1.5 1.5 1 1.5
Routes 1 5 6 7 9 4 10 2 3 8
Vehicle 2 Arrival Time (s) 0 2907 3136 4043 4673 5659 8172 9443 11741 1292.0
Applied Speed (m/s) 1 1 05 15 15 01 15 01 15 1
Routes 3 8 5 1 9 7 6 2 10 4
Vehicle 3 Arrival Time (s) 0 1843 4030 6029 7112 786.7 859.2 9560 1091.5 1292.6
Applied Speed (m/s) 0.1 1.5 0.1 1.5 1.5 1 1.5 0.5 1 1

Table 7. most near-optimal trajectories for tyc > 150 s.

Routes 4 10 2 6 5 3 8 1 9 7
Vehicle Arrival Time(s) 0 6703 8058 981.8 10033 11066 12909 17237 1886.1 1949.0
! AppliedSpeed o, o5 1 01 15 15 01 05 15 15

(m/s)
Routes 1 8 5 3 2 10 4 9 7 6
Vehicle  Arrival Time (s) 0 4328 6662 8728 12405 13422 14762 15393 17109 18758
2 Applied Speed

01 05 1 05 05 1.5 15 1 0.1 1
(m/s)
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Routes 3 8 5 1 9 4 10 2 6 7
Vehicle Arrival Time (s) 0 1843 3243 5375 7540 8329 9938 10751 11719 1262.6
3 .
Applied Speed ) 1 05 1 1 15 1 1 1
(m/s)

Table 8. arrival time difference for ty. > 10 sand ty. > 150 s.

For t,,c > 10 s Fort,.. > 150 s
Nodes Vehicles1 Vehicles1 Vehicles2 Vehicles1 Vehicles1 Vehicles2

and 2 and 3 and 3 and 2 and 3 and 3
1 767.8 364.8 403 1723.7 1186.2 537.5
2 4974 509.1 11.7 434.7 269.3 165.4
3 175.8 998.3 1174.1 233.8 1106.6 872.8
4 565.9 1292.6 726.7 1476.2 832.9 643.3
5 583.7 4714 112.3 337.1 679 341.9
6 197.9 347.7 545.6 894 190.1 703.9
7 179.7 202.7 382.4 238.1 686.4 448.3
8 97.1 1010.6 1107.7 858.1 1106.6 248.5
9 192.2 51.7 243.9 346.8 1132.1 785.3
10 451.6 725.9 274.3 671.9 3235 348.4

6. Conclusions

A method to solve the Collision-Free Multiple Traveling Salesman Problem (CFMTSP) applied
to multiple agents was proposed. In this problem, each agent must visit all nodes in a provided
graph, following the provided edges. The graph is modified into an augmented graph such that the
information of nodes’” position and speed options can be accommodated, and in turn, the arrival
time to each node can be determined. According to the optimization of collision-free for each vehicle,
an ACO involving multiple ant species is utilized on the augmented graph. The pheromone trails are
not left on the edges (such as in typical graph model), but the augmented edges. As a consequence,
the probability of selection is assigned to those augmented edges, as well. As a result, the solution is
not the sequence of routes but also the trajectory (routes and selected speeds). The algorithm has to
guarantee that the resulted trajectories are collision-free.

Simulations were established with no violation of minimum allowable arrival time difference.
In addition, the simulations have shown three behaviors of the resulted solutions. First, the increase
of minimum allowable arrival time difference leads to the decrease of the number of successful
trials, almost-strongly increases of the average, the standard deviation, and the ever-found
minimum traveling times. Second, it can be concluded that there exists a threshold of the ratio ¢
such that the solution for all vehicles is unable to find. It was demonstrated that the threshold of ¢ is
lower as the number of nodes increases. Moreover, for the same number of nodes, the increase of the
average of nodes” degree leads to the number of vehicles that are able to find solutions successfully.
Third, it is concluded that that the increase in the average of minimum traveling time tends to
decrease the algorithm’s accuracy. Third, the evaporate rate in the algorithm has a weak influence on
the average, the standard deviation, and the ever-found minimum traveling times.

Future works will focus on some issues, such as the continuation of speed options and the
consequences of modifying the augmented graph. Another issue is in the performance of the ACO
algorithm, such as the convergence of the optimal trajectories, the decrease of the standard deviation
of the slowest agent’s traveling time in high minimum allowable arrival time difference.
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