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Natural Disaster Application on Big Data and
Machine Learning: A Review
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Abstract— Natural disasters are events that are difficult to
avoid. There are several ways of reducing the risks of natural
disasters. One of them is implementing disaster reduction
programs. There are already several developed countries that
apply the concept of disaster reduction. In addition to disaster
reduction programs, there are several ways to predict or
reducing the risks using artificial intelligence technology. One of
them is big data, machine learning, and deep learning. By
utilizing this method at the moment, it facilitates tasks in
visualizing, analyzing, and predicting natural disaster. This
research will focus on conducting a review process and
understanding the purpose of machine learning and big data in
the area of disaster management and natural disaster. The
result of this paper is providing insight and the use of big data,
machine learning, and deep learning in 6 disaster management
area. This 6-disaster management area includes early warning
damage, damage assessment, monitoring and detection,
forecasting and predicting, and post-disaster coordination, and
response, and long-term risk assessment and reduction.

Keywords— natural disaster, review, big data, machine
learning

I. INTRODUCTION

Natural disasters are events that result from natural
processes that cannot be predicted. Natural disasters can also
cause loss of life or damage property and economic losses.
According to data provided by world health organizations
from 1900 to 2018, there are around 14 million for all types of
disasters [1]. Children are the most vulnerable groups who get
direct impacts of disasters. Disaster victims come from
various countries, and disasters have been threatening the lives
of millions of children [2].

One effort to minimize disasters is to provide a program
for reducing the risks of natural disasters. Disaster risk
reduction is a concept of how communities reduce damage
and victims affected by disasters. One example of risk
reduction according to the Sendai framework [3] made by
UNISDR (United Nations International Strategy for Disaster
Reduction) is understanding the risk of the disaster. According
to Goswami's research [4] states that the aim of disaster
management is minimizing victims, can save victims
promptly, evacuate people to save places, Reconstruct the
damages immediately, Offer first aid instantly.

The technology today is big data, machine learning, along
with deep learning. According to Hashem's research stated
that big data is a set of techniques and technology that requires
a new form of integration to find large hidden values derived
from datasets that are complex, diverse, and of a massive
scale. The advantage of using big data can determine the
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pattern obtained from data analysis and the creation of hidden
information [5].

In this study, we will review and focus more on Disaster
management phases, which focus more on the use of machine
learning in the area of Disaster management phases, which
consists of the data source used and the model/algorithm used.
Because to find out whether the previous research solved the
problem in the prediction area and early detection we must
know the data source used already has 5'v characteristics,
namely Velocity, Volume, Value, Variety, and Veracity. The
performance level of the model made is good or not from the
level of accuracy, precision, recall, and the execution time.
The propose of this study to give an insight and the use of big
data, machine learning, and deep learning from 6 disaster area
which is early warning damage, damage assessment,
monitoring and detection, forecasting and predicting, and
post-disaster coordination, and response, and long-term risk
assessment and reduction. But also give the data source that
the previous research

II. RELATED WORK

Based on existing research, Manzhu Yu researches on
natural disasters which are divided into several parts. One of
them is categorizing the articles based on major data sources
which consist of satellite imagery, aerial imagery, and videos
from unmanned Detection and Ranging (LiDAR), simulation,
spatial data, crowdsourcing, social media, and mobile.
Disaster management phases consist of 4 main parts
Mitigation/prevention,  Preparedness, = Response, and
Recovery. But in Manzhu’s research, they divided the 4 parts
of the Disaster Management Phases into 6 phases, which
include early warning damage, damage assessment,
monitoring and detection, forecasting and predicting, and
post-disaster coordination, and response, and long-term risk
assessment and reduction. Based on Goswami's research, he
conducted a review of natural disasters in a case study in India.
This research classifies the objectives of the tasks, namely
Prediction, Detection, and Disaster management strategies.

Based on this data analysis, we could determine the pattern
and solve the problem. By predicting the event or maybe use
it for early detection. To solve this kind of problem, we need
to use not only data sources but also the type of model/
algorithm to train and test the data. Most of the review
focuses on the only area on the disaster management phase
and the data source from the result of Manzhu study he didn’t
explain about the performance on the model/algorithm in the
reviews. The most important part of the early detection and



prediction is to analyze the data source and the model they
use to solve the problem.

The following table 1 is a table of previous researchers that
focuses on the area topic in disaster management and natural
disaster using big data and machine learning approach.

TABLE L RELATED WORK ON THE PREVIOUS REVIEW RESEARCH
PAPER
Categories Data source Citation
e  Early warning | o  Satellite imagery [6]
damage e  Acrial imagery and
e Damage assessment videos from
e Monitoring and unmanned Detection
detection and Ranging
. Forecasting and (LiDAR)
predicting . Simulation,  spatial
e Post-disaster data
coordination  and | ® Crowdsourcing
response . Social media
. Long-term risk
assessment and
reduction
. Prediction, . Hydrological data, [4]
e Detection e Meteorological data
. Disaster . twitter
management
strategies

Based on previous research such as the table above in the
study, Manzhu Yu divides into 6 categories, and Goswami
divides into 3 groups. Based on these categories, Manzhu's
research was more detailed because the category was taken
based on the concept of Disaster management phases. In this
study, we will adopt 6 categories that have been created by
Manzhu, and combine them with Goswami research to
provide models/techniques that have been given along with
the data used.

III. METHOD

The paper that will be chosen in the first review process is
a paper that publishes on international proceedings or an
article published in international journals. So from that, the
article to be taken must use English. After that, the second
requirement is the paper chosen is a paper published in the last
five years. That is a paper published from 2014 until 2019.
After that, the article was taken based on science direct[7],
springer open-source [8], IEEE [9], google scholar [10], and
research gate [11]. The search process for the paper by
considering the abstract keyword is related to any natural
disaster. The article must also discuss the fields of big data,
machine learning, or deep learning. The following figure 1
explains the flow chart on how to choose the article that will
be reviewed in this study.

Web from
Springer Open Source, science
direct, research gate, IEEE,Google
Scholar

---------------------- Criteria
1. Proceedings of the International Conference
or international journal
2. published in the last 5 years

Eliminate due to
------------------------------ topics is not related to
scientific studies

research paper < 500

---------------------------------- Criteria

The research paper is related to scientific
4 studies and there’s direct support for data
source and model/techniques

research paper =70

Fig. 1. Step Of Experimental Method

In figure 1 it explains the steps to getting the journal so
that it is first selected based on the appropriate topic. Paper
taken must be in the area of big data, machine learning, and
deep learning. The chosen paper must have data source
information wused in the study. Along with the
model/technique/algorithm used. In this paper, we will
classify reviews based on frequently used data sources, often
used algorithms so that it can compare and provide evaluations
of datasets that are accurately used in big data research,
machine learning, or deep learning. Besides that, it categorizes
based on Disaster management phases that have been
modified by human management, which consists of 6
categories [6]. There are 6, namely early warning damage,
damage assessment, monitoring and detection, forecasting and
predicting post-disaster coordination, and response, and long-
term risk assessment and reduction. Its long-term risk
assessment and reduction function is for long-term disaster
risk reduction. Forecasting and Predicting used to predict
natural disasters that will occur. Monitoring and detection to
detect or monitor disasters. Early warning Damage is used to
receive relevant and timely information. Damage Assessment
is an actual disaster evaluation event caused by a natural
disaster event. Post-disaster recovery planning is defined as
developing a set of strategies to help rebuild after a disaster
occurs

IV. RESULT

After choosing the paper that matches the criteria above,
then it is to group the article based on the categories that have
been made by Manzhu. After that, classify the review paper
on the data source used during natural disaster research. After
that, it is classifying review paper based on the model/
algorithm used in the study as with the Goswami study. In
Manzhu’s study, there are six categories of Disaster
management phases. These categories are, among others,
Long-term risk assessment and reduction, Forecasting and
Predicting, Monitoring and detection, Early Warning
Damage, Damage Assessment, Post-disaster Coordination,
and Response. The following are the results of the paper
following the six categories in Table 2.

TABLE II. DISASTER MANAGEMENT PHASES

Categories Citation

Long-term risk assessment and | [12],[13],[14],[15][16]

reduction

Forecasting and Predicting [171,[18]1,[191,[20],[21][22][23][2
4][25][26]

Monitoring and detection [271,[28],[291,[301,[31],[321,[33],[
341,[351,[36][37][38]1[39][40][41]
[42][43][44][45][46]




Early warning Damage [471,[48],[49],[50][51][52][53][54
]

Damage Assessment [551,[15],[56],[151.[551,[56][571[5
8]

[59],[60][61][62][63]

Post-disaster Coordination and
Response

Based on the results of table 2, part of the research is often

done in the area of monitoring and detection. The monitoring
and detection section is a component that is usually
researched because based on the results of the paper to obtain
data sources in the process of monitoring and detection is
straightforward. Data sources that are often used are twitter
data and satellite data. The data retrieval process is easy to
take because it is open source data so that the research is a
research that is often carried out in the area of a natural
disaster.
Research that is rarely done is post-disaster coordination and
response. The big data and machine learning in this area are
still very uncommon. Because to conduct this area of topics,
the expert has to actually examine the disaster area and carry
out the infrastructure process from the damaged areas from
natural disasters. Based on the results of table 2, it can be
concluded that the most suitable area for disaster risk in the
natural disaster area is Monitoring and detection and
Forecasting and Predicting. the area is the most appropriate
area to be applied in a natural disaster area because of the
domain is the most suitable area to be used in the area of
natural disasters because the data provided has already had
5'v characteristics, namely Velocity, Volume, Value, Variety,
and Veracity.

After categorizing according to the 6 categories, then classify
based on data sources used in research on big data, machine
learning, and deep learning. The following data source is used

to obtain data sources such as Wieland's research [32]. Base
on the results in table 3 concluded that the data source that is
often used is social media data, especially Twitter. social
media data, for example, twitter to access data on tweets is
accessible. Based on Nguyen’s research, he uses steaming
API for extracting the tweets data with a keyword “quake,”
“tsunami,” and “earthquake.” The study also explains that
they could download 18gb twitter bases on ‘“quake,”
“tsunami,” and “earthquake” keyword from September 11 to
December 25, 2016 [36]. Most of the satellite data,
crowdsourcing, and areal image took at least two years to
generate the data to understand and predict the pattern from
the image. For example, in Thibaut’s research, he uses data
crowdsourcing from the Oklahoma Geological Survey
(OGS), which only generate data 2021 seismic events from
2014 to 2016 [29]. We could conclude that social media data
which is twitter data is easy to extract with the help of
streaming API, not only it’s easy but the volume of data is
enormous we could get 18gb data on a tweet with a small
period of time which in this case it’s 4 month rather using
crowdsourcing data which take approximately 2 years. After
classifying the paper based on the data source, then classify
the article based on the model / technique / algorithm used in
the study. There are several types of models used. Table 4
discusses the model/algorithm used for the disaster area.

TABLE IV. MODEL / TECHNIQUES USED

Model/techniques Citation

SVSA (Support Vector Selection | [28]

Adaptation)

Decision Tree 34][63]

Random Forest 35][651[691[34][13][61]

Support Vector Machine 65]1[671[32][491[28]
341,[13][16][39][58][51][61][42]
251[62][26]

for research in table 3. Boosted Regression Trees (BRT) 35]
Bayesian Networks 14]
TABLE IIl.  TABLE DATA SOURCE FOR THE DISASTER AREA K-Means 12](39]
Naive Bayes 51][61][43]
Data source Citation Naive Bayes Classifiers 66][69][49][57]

Satellite imagery
Social media

[351[30][641[32][28][42][261[45]
‘[“;][65][66][56][55][15][67][21][
[31][36][37][16][57][23][61][52][
411[62][531[46][541[63]
[65][17][21][20][29][16][22][39][
58][24]1[25][44]

[591[38]

Crowdsourcing data

Aerial imagery

Online News report [51][43]

In table 3, there is a data source used by previous research.
The data sources are satellite imagery, social media,
crowdsourcing data, and aerial imagery. In the above results,
the data source that is often used is social media, especially
Twitter. For data sources that use Twitter more, they use
analysis sentiment, as Ghazaleh's research uses data source
social media for sentiment analysis [68]. Zahra's research
uses twitter data sources such as Ghazaleh's research for
analysis sentiment [60]. On crowdsourcing data that is often
taken is data provided by USGS (United States Geological
Survey). One paper that uses these data is Mendoza’s
research [21] and Resch's research [15].The satellite image is
also used as a data source. The satellite image came from
NASA like the Gokaraju study [30]. Besides that, there is
satellite imagery that uses SAR (Synthetic Aperture Radar)

CNN  (Convolutional ~ Neural

Network)

— === — = — = =

55][36][29][38][44][45][54]

Latent Dirichlet Allocation (LDA)

[15][37][61][41]

ANN (artificial neural networks)

[27][17][20][70][22][42]

C4.5 [51][63]
Neural Clouds [40]
Logistic Regression [42]

Based on the results of table 4, there are several types of
algorithms used. For the algorithm, Support Vector Machine
is used in research to detect changes in single- and multi-
temporal X- and L-bands using SAR (Synthetic Aperture
Radar) image [32]. Besides that, it is also used in the research
of earthquake image classification process. In this study,
using SVM to compare whether the SVSA model (Support
Vector Selection Adaptation) can provide increased
performance at the computational time, along with the new
model does not require kernels [28]. Also, the model that is
often used is ANN (artificial neural network). The study used
ANN for earthquake early detection, also known as precursor
[27]. Also, ANN was also used to predict earthquakes
magnitude in Tokyo [20]. Base on the result, we conclude that
CNN works best for earthquake detection. Not only for the
accuracy, but recall, precision, and the execution time is
much faster. But the downside of this algorithm/model you



need a lot of data. For example, Perol’s research uses CNN
for earthquake detection. He compares it with the previous
study and that his model execution time only took 1 minute 1
second then the other 2 models, which took 9 days 13 hours
and 48 hours to execute [29]. Not only in Perol’s research but
also Nguyen uses CNN for earthquake detection perform
better not only in the accuracy, but also recall, pre, and score.
They compare the CNN model with SVM. The reason why
CNN performs better than SVM it’s because of the amount of
data they use. Base on that research, they use 18gb tweets of
data. SVM performs poorly due to the amount of data. SVM
works really well on smaller data rather than big amounts of
data. They use the CNN model to avoid underfitting and
overfitting problem [36]. The neural cloud is an algorithm
that uses the combination of an Advanced K-Means (AKM)
clustering algorithm and an extended Radial Basis Functions
(RBF). The neural cloud is a cloud detection algorithm.
Research by Pyayt et al. uses the algorithm for monitoring
and flood protection [40].

Based on the result of table 2 we could see the result from
figure 2.

6 disaster area response

14.3%

35.7%

m Long-term risk assessment and reduction
Forecasting and Predicting
Monitoring and detection
Early warning Damage

m Damage Assessment

m Post-disaster Coordination and Response

Fig. 2. Result Chart

Figure 2 explains the most common research and the most
uncommon research regarding the 6-disaster area. From the
result we conclude that for the 6-disaster area the most
common area was monitoring and detection. The reason why
this area is so common because monitoring a disaster has a big
impact on the disaster management phase because if we could
monitor the activities of the natural disaster, we could
recognize the pattern and eventually we could predict the
cause of the natural disaster. From the data source area, the
most common research was social media data. The reason why
it was so common because the data extraction only needed a
twitter API and the data that the twitter produces up to 18 GB
of twitter data. The most important part of big data and
machine learning was to extract a large amount of data that

has 5'v characteristics, namely Velocity, Volume, Value,
Variety, and Veracity.

Base on the result of tables 2,3, and 4 we could conclude that
big data and machine learning could help overcome the
disaster management area which includes early warning
damage, damage assessment, monitoring and detection,
forecasting and predicting post-disaster coordination, and
response, and long-term risk assessment and reduction. From
this area, we could choose the right time of data source and
model which one performs better for the set of problems that
we choose.

V. CONCLUSION

Based on previous results, it can be concluded that with
big data, machine learning, or deep learning can help in 6 areas
of Disaster management. These areas are early warning
damage, damage assessment, monitoring and detection,
forecasting and predicting post-disaster coordination, and
response, and long-term risk assessment and reduction. By
classifying based on data sources and models/algorithms that
are often used by previous researchers can help researchers
who will research in the field of a natural disaster from the
result we can conclude that the most common area that utilizes
big data and machine learning Monitoring and detection.
Monitoring and detection is the most common research in the
6 disaster management area due to the increase of data
collection. The data collection on monitoring and detection is
easy to extract with twitter data. And the amount of data that
had been extracted with twitter API was 18gb twitter data.
And the data has 5'v characteristics, namely Velocity,
Volume, Value, Variety, and Veracity. For the future, we will
examine the model/ algorithm not only base on the level of
accuracy, precision, recall, and the execution time but also the
time needed to build the model itself.
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