
 



 

 

2019 5th International Conference on Science 

in Information Technology (ICSITech) 
 

 

 

October 23-24, 2019 

Yogyakarta, Indonesia 
 

 

 

COPYRIGHT AND REPRINT PERMISSION: 
 

Abstracting is permitted with credit to the source. Libraries are permitted to photocopy 

beyond the limit of U.S. copyright law for private use of patrons those articles in this volume 

that carry a code at the bottom of the first page, provided the per-copy fee indicated in the 

code is paid through Copyright Clearance Center, 222 Rosewood Drive, Danvers, MA 01923. 

For reprint or republication permission, email to IEEE Copyrights Manager at :  

pubs-permissions@ieee.org. 

 

All rights reserved. Copyright ©2019 by IEEE. 
 

 

 

 

IEEE Catalog Number : CFP19B09-USB 

ISBN : 978-1-7281-2379-0 

 

 

 

Editor  : Awang Hendrianto Pratomo, Andri Pranolo, Bagus Muhammad 

 Akbar, Shoffan Saifullah, Ahmad Taufiq Akbar, Rochmat Husaini, 

 Heriyanto, Andiko Putro Suryotomo, Vynska Amalia Permadi, 

 Sylvert Prian Tahalea 

Publisher  :  IEEE 

Secretariat :  Department of Informatics Engineering  

 Universitas Pembangunan Nasional Veteran Yogyakarta 

 Jln. Babarsari no. 2, Yogyakarta 55281 

 Special Region of Yogyakarta, Indonesia 

  



 

PROCEEDING 

 

 

 

2019 5th International Conference on Science 

in Information Technology (ICSITech) 

 

 

 

 
"Embracing Industry 4.0 : Towards Innovation in Cyber 

Physical System" 
 

 

 

 

 

 

 

 

 

Version: 2019-10-20 

 

 

 

 

 

October 23-24, 2019 

Yogyakarta, Indonesia 



2019 5
th
 International Conference on Science in Information Technology (ICSITech) 

Introduction 
 

 

Welcome to ICSITech 2019. Universitas Pembangunan Nasional “Veteran” Yogyakarta is 

honored to be the host of this year’s International Conference on Science in Information 

Technology (ICSITech). The ICSITech is jointly organized with Universitas Ahmad Dahlan, 

Universitas Mulawarman, Universitas Pembangunan Nasional “Veteran” Yogyakarta, 

Universiti Teknologi Malaysia (UTM) Big Data Centre, Universitas Pendidikan Indonesia, 

Universitas Muhammadiyah Surakarta, Universiti Putra Malaysia, Universiti Malaysia Sabah, 

Universitas Budi Luhur, Politeknik Negeri Samarinda, Politeknik Negeri Padang, Universitas 

Negeri Malang, Universiti Teknikal Malaysia Melaka(UTeM), and ITSA University 

Colombia.  

Since this is the Fifth conference, we wish to repeat the success of the four previous 

conferences. We do hope this annual conference will continue to be held in the next coming 

years (2020 in Malaysia, 2021 in Surakarta - Indonesia, etc.) with increasing quality. For this 

year’s conference, we proudly present the theme of ICSITech 2019, “Embracing Industry 

4.0 : Towards Innovation in Cyber Physical System”. The theme is taken from our 

university identity as a university which consistently takes part in education and responds to 

the development of science, technology, art, society demands, and global change. It is also 

our university vision to be actively involved and acted as a leader and initiator in research and 

development in order to achieve academic excellence. 

We are pleased to inform you that the ICSITech 2019 has been approved by IEEE for 

technical co-sponsorship; therefore, the papers which are accepted and presented will be 

further considered to be published in the IEEE Xplore Digital Library. I wish to extend a 

warm welcome to Prof. Dr. Wisnu Jatmiko, S.T., M.Kom., as IEEE Indonesia Section Chair. 

There are 118 papers from 17 countries submitted to the ICSITech 2019 with 48.28% 

acceptance ratio. Congratulations for all authors and presenters whose papers are accepted.  

Thank you for choosing ICSITech 2019 and disseminating your research here. 

Today, we are lucky to have two keynote speakers who will broaden our insights about Big 

Data Era in IT perspective. They will talk about their expertise and we do hope this event 

could bring many benefits, especially in the fields of education, industry, and society. We are 

honored for the presence of Prof. Dr. Leonel Hernandes (ITSA Colombia) and Assoc. Prof. 

Dr. Mohammad Shanuddin bin Zakaria (Universiti Kebangsaan Malaysia), thank you very 

much. 

The previous conferences were held in Bandung-Indonesia and Melaka – Malaysia, 

respectively. This year, the ICSITech 2019 is taking place in Yogyakrta. Our city nickname is 

The City of Education. Yogyakarta is one of the favorite travel destinations, especially in 

Java, with many wonderful heritage tourism destinations and delightful culinary creations. 

Please enjoy your stay in Yogyakarta.  

Finally, we would like to thank all of keynote speakers, participants, sponsors, associations, 

and partners for being a part of this conference. On behalf of the organizing committee, we 

wish to express our highest appreciation and sincere thanks to all of you who attend this event 

and we wish you have valuable discussion and networking. I also thank the committee for all 

efforts to make ICSITech 2019 successful. 

Thank you. 

 

General Chair 

Dr. Awang Hendrianto Pratomo, S.T., M.T. 

Department of Informatics Engineering 

Universitas Pembangunan Nasional “Veteran” Yogyakarta, Indonesia 
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Welcome Message from Rector of Universitas Pembangunan Nasional 

Veteran Yogyakarta 
 

 

Greetings to all distinguished guests, keynote speakers, and conference participants of the 

fifth (5th) International Conference on Science in Information Technology ICSITech 2019. It 

is our honor and pleasure to be the host of this year’s ICSITech. 

 

Ladies and gentlemen, 

Universitas Pembangunan Nasional Veteran Yogyakarta has been taking part in organizing 

ICSITech since the first conference back in 2015. Since its inception ICSITech is jointly 

organized by Universitas Ahmad Dahlan, Universitas Mulawarman, Universitas 

Pembangunan Nasional “Veteran” Yogyakarta, Universiti Teknologi Malaysia (UTM) Big 

Data Centre, Universitas Pendidikan Indonesia, Universitas Muhammadiyah Surakarta, 

Universiti Putra Malaysia, Universiti Malaysia Sabah, Universitas Budi Luhur, Politeknik 

Negeri Samarinda, Politeknik Negeri Padang, Universitas Negeri Malang, Universiti 

Teknikal Malaysia Melaka(UTeM), and ITSA University Colombia. And this year, for the 

first time, our university got the opportunity to be the host of ICSITech 2019. In this 

occasion, I want to personally congratulate our Department of Informatics Engineering for 

their commitment and hard work to ensure the success of ICSITech 2019. 

 

Ladies and gentlemen, 

ICSITech 2019 was held to provide as an event for IT academic and IT expert to disseminate 

their knowledge on the development of computer science education and expand the network 

connection on the research activities. Furthermore we intend to make this conference as a 

motivation for researchers to publish their ideas about theory and application of IT for 

education, society, and  industry in order to support the development and quality 

improvement of local, regional , and global researches, in line with Universitas Pembangunan 

Nasional Veteran Yogyakarta vision to be the pioneer of national development based on the 

spirit of patriotism.  

 

Finally, on behalf of the organizing committee, we wish to express our highest appreciation 

and sincere thanks to all of our distinguished participants who attend this event and we wish 

you have valuable discussion and networking. Welcome to Yogyakarta and we hope all of 

our guests enjoying the services we provide.  

 

Thank you. 

 

Rector of Universitas Pembangunan Nasional Veteran Yogyakarta, 

Dr. Mohamad Irhas Effendi, M.S. 
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Prof. Dr.Eng Wisnu Jatmiko, SMIEEE Dr. Kurnianingsih, SMIEEE          
Chairman, IEEE Indonesia Section Vice Chair, IEEE Indonesia Section 

 

Dear Distinguished Guests, Colleagues, researchers, professionals, ladies and gentlemen, 

Good morning, a prosperous, warm, and spirited greeting. 

 

On behalf of IEEE Indonesia Section, we would like to extend our warmest welcome to all 

keynote speakers, presenters, and participants to 2019 International Conference on Science in 

Information Technology (ICSITech). The conference theme is: “Embracing Industry 4.0 : 

Towards Innovation in Cyber Physical System”.  

 

ICSITech is an annual international conference technical co-sponsored by IEEE Indonesia 

Section and this year conference is hosted by Universiti Pembangunan Nasional “Veteran” 

Yogyakarta in collaboration with Universiti Teknologi Malaysia (UTM) Big Data Centre, 

Universitas Ahmad Dahlan, Universitas Mulawarman, Universitas Pendidikan Indonesi, 

Universitas Muhammadiyah Surakarta, Universiti Putra Malaysia, Universiti Malaysia Sabah, 

Universitas Budi Luhur, Politeknik Negeri Samarinda, Politeknik Negeri Padang, Universitas 

Negeri Malang, Universiti Teknikal Malaysia Melaka(UTeM), and ITSA University 

Columbia. The conference aims to bring together researchers and experts in information 

systems to share their ideas, experiences and insights. 

 

IEEE Indonesia Section has conducted many activities over 32 years in Indonesia. In terms of 

collaboration, IEEE Indonesia section has a good and mutual relationship with ICT 

organizations, Industries, Government, Universities as well as the Community in Indonesia.  

IEEE Indonesia Section has contributed in about 58 different International conferences 

annually. As the fifth year of ICSITech, this conference shows its sustainability due to the 

hard work of the conference organizers, well organized conference and high-quality papers. 

We do hope in the near future some high-quality conferences will be continued and 

strengthened, so the result will give more benefit and positive impact to the human being, 

especially to Indonesian people.  

 

In this occasion, I would also like to say welcome to Yogyakarta, which serves beautiful 

heritages, culture, with warm, polite and friendly people, a vibrant culture and lifestyle. 

Finally, we do hope all of you will have enjoyable and valuable experience during this event. 

You may share your best knowledge in your area of research and professional activities. 

Thank you. 

 

Yogyakarta, 23rd October 2019 

IEEE Indonesia Section 
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Leonel Eduardo Hernandez Collantes receive both his undergraduate degree in System 

Engineering and his postgraduate degree with Computer Networks specialization from 

Universidad del Norte, Barranquilla. He holds a masters degree in Strategic Management in 

Telecommunications from Universidad Internacional Iberoamericana. He has been a reviewer 

for scientific journal IJAIN since 2017 and an active member of IEEE Colombia section. He 

is an active researcher of the Telematics Engineering program, Faculty of Engineering, 

University Institution ITSA. 

 

Assoc. Prof. Mohamad Shanudin Zakaria received his B.Sc. and M.Sc. titles from Northrop 

University, California. He holds a Ph.D. degree from University of Reading, United 

Kingdom. He is an Associate Professor in the Fakulti Teknologi dan Sains Maklumat, 

Universiti Kebangsaan Malaysia. He is part of a team taking a systemic approach and 

appllying ICT to the conservation of Lake Chini biodiversity and the improvement of its 

ecosystem. His research interest are application of System Thinking in ICT, architecting IT 

solutions, Business-IT alignment and ICT Governance. 
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Conference Schedule 
 

Wednesday, October 23
rd

 2019 

Time Event 

06:30 – 07:30 Hospitality & Registration Desk Open 

07:30 – 09:00 Opening Ceremony 

  1. National Anthem – Indonesia Raya 

 2. Bela Negara Anthem 

 3. Cultural Performance 

 4. Welcome Address by ICSITech Chairperson 

 5. Supporting Address by IEEE Indonesia Section 

 6. Welcome Address by Rector of Universitas Pembangunan Nasional Veteran 

Yogyakarta 

 7. Opening Ceremonial by Rector of Universitas Pembangunan Nasional Veteran 

Yogyakarta 

 8. Photo Session 

09:00 – 09:30 Coffee Break 

09:30 – 12:00 Keynote Speech 

 Keynote Speaker 1 

 Keynote Speaker 2 

 Moderator: Dr. Herlina Jayadianti, S.T., M.T. 

12:00 – 13:00 Lunch and Prayer Time 

13:00 – 15:00 Parallel Session 1 

15:00 – 15:20 Coffee Break 

15:20 – 17:20 Parallel Session 2 

17:20 – 18.30 Break 

18.30 – 21.00 Gala Dinner Session 

 Best Paper Announcement 

 Closing Ceremony 

 Miscellaneous Information 

 

Thursday, October 24
th

 2019 

Yogyakarta Tour 
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Parallel Session Schedule 
 

SAMAS Room – Artificial Intelligence Track 

Time Paper Title 

13:00 – 13:20 (#1570562661) Problem Event Extraction to Develop Causal Loop 

Representation from Texts 
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Abstract— Data classification algorithm in machine 

learning is very helpful in analyzing a number of medical 

data with a large size and helps in making decisions to 

diagnose a disease. Not all supervised classification 

algorithms get accurate results in analyzing data sets. For 

this reason, testing the accuracy of each supervised 

classification algorithm is necessary, this can be used as a 

comparison in determining which types of algorithms are 

most accurate in measuring small amounts of data, and 

which algorithms are the most accurate in measuring large 

amounts of data. In this paper we will examine several 

classification algorithms including Naïve Bayes algorithms, 

functions (Support Vector Classifier algorithms), rules 

(decision table algorithms), trees (J48) by looking at the 

results of measurements made by each algorithm with 

measurement variables, which are Correctly Classified, 

incorrect classifieds, Precision, and Recall. The purpose of 

the study was to find the weaknesses and strengths of the 

supervised classification algorithm based on the 

measurement variables that have been determined against 

the testing of predictive databases of diabetes. Based on the 

results in this study, the best algorithm that can be used to 

help make a decision to diagnose a disease is the SVM 

algorithm with an accuracy value of 77.3%. 

Keywords: Classification Algorithms; Machine Learning; 

Supervised Learning; Diabetes prediction; Data mining 

I. INTRODUCTION 

Machine learning is one of the fastest growing 

fields of computer science. The more amount of data 

available allows the use of machine learning to 

analyze each data that is quite complex. 

Understanding machine learning itself is a machine or 

program that is able to change the experience into 

expertise or knowledge by learning from input given 

to machines or programs [1]. Learning machines 

themselves can be used to assist decision-making such 

as in the field of health, and others [2]. The most 

commonly used machine learning application is data 

mining. There are several previous studies that tried to 

see the usefulness of data mining and machine 

learning processes in the world of health [3]. The 

reason for the application is due to the large size of the 

data in the medical world making it difficult for 

medical experts to process the data. For that the 

application of data mining in medical can help process 

data starting from classifying types of diseases, as well 

as helping to make decisions or diagnose diseases. 

Some of the data mining functions that are used are the 

process of finding interesting patterns from large 

amounts of stored data and the extraction of useful 

information from a collection of data that is not yet 

known. From every machine learning application in 

processing data mining, the important thing that makes 

a machine able to learn to see patterns in data is the 

learning technique. In data mining there are two types 

of learning techniques, namely supervised learning 

and unsupervised learning [4]. 

In the implementation of the supervised learning 

computational algorithm is needed to do the fastest 

search from a similar data set or classifier. The 

classifier algorithm in machine learning includes K-

Nearest Neighbor, Naïve Bayes, Decision Tree, 

Regression, SVM and others. Each algorithm has a 

different level of accuracy in the process of classifying 

data. Not all algorithms will have good accuracy in 

performing classification with different data sizes [5]. 

In implementing the classifier algorithm in the medical 

field, especially in helping to make decisions about the 

diagnosis of disease. The type of classification that is 

used must be precise and the accuracy produced by the 

algorithm must be good, in order to avoid 

misdiagnosis of the disease. Based on these problems 

in this paper, we will try to compare each classifier 

algorithm. Comparisons made are expected to provide 

input regarding the weaknesses and strengths of each 



algorithm in classifying data of different sizes in the 

classification data of diabetes. 

II. LITERATURE REVIEW 

Machine learning is an analytical method that can 

help process a data set using an algorithmic approach. 

In Machine Learning itself there are two methods of 

data analysis, namely unsupervised learning [6] and 

supervised learning. In this paper we will discuss one 

of the supervised learning techniques, namely 

classification techniques. In a previous journal 

reviewing the algorithm of classification [7] explained 

the accuracy of classification algorithms that had been 

previously developed by other researchers. In his 

journal It is said that the process of testing accuracy 

can be done through several stages such as split the 

training set, cross-validation, Leave-one-out 

validation. In other studies [8] explain the steps 

required in order to solve supervised learning are: 

determination of the type of training data, Gathering a 

training set, determination of the input feature 

representation of the learned function, determination 

of the various structures of the learned function and 

then devising the learning algorithm accordingly, 

completion of the design and evaluation of the 

accuracy of the learned function. 

Classification is one of the tasks of decision 

making for human activities that are most often 

encountered [7]. Classification problems occur when 

an object needs to be assigned to a group or class that 

has been determined based on a number of observed 

attributes related to that object. For example medical 

diagnosis of certain diseases [9]. Some previous 

studies also compared several algorithms to test one 

dataset  [10]. Research on breast cancer disease [11], 

grouping cancer based on the nature of the tumor by 

testing classification for decision making using three 

Bayes classification algorithms including, Bayes 

Belief Network (BBN), Tree Augmented Naive Bayes 

(TAN), and Boosted Augmented Naive Bayes ( 

TIRE). The results obtained show the best 

classification accuracy for predicting cancer is by 

using the Tree Augmented Naive Bayes (TAN) 

algorithm. Another study [12] compared Naïve Bayes 

and J48 in a dataset to see the level of accuracy of 

sensitivity and specificity, where the results of the 

study stated that the measurement results of J48 were 

more efficient and accurate compared to Naïve Bayes. 

A related study on the machine learning classification 

algorithm to help make decisions in cases of diabetes, 

some of them have performed performance 

comparisons of the types of classification algorithms 

from, Naive Bayes, SVM, and Decision Tree using a 

single dataset [13]. The highest accuracy of the three 

classification algorithms tested is Naïve Bayes with an 

accuracy rate of 76.30% compared to SVM and 

Decision Tree. Most researchers comparing the results 

of each algorithm is to see how accurate the 

calculations are when using different algorithms in one 

case study. 

In this paper we will discuss the results of research 

using different methods to see the performance of 

various types of classifications. The suggestion is to 

split the diabetes dataset into three parts with each 

section having a different size. The purpose of the 

dataset size divisions is to be able to see if there is a 

change in classification performance if the dataset is 

tested with different amounts of data.   

III. THEORETICAL FRAMEWORK 

 

A. Naïve Bayes algorithm 

Naïve Bayes is a classification method based on 

the Bayes theorem that uses probability methods and 

statistics to predict future opportunities based on 

previous experience  [14]. The naïve Bayes algorithm 

can be used for real-time prediction, text classification 

/ spam filtering, and recommendation systems. The 

stage of the naïve Bayes algorithm process is counting 

the number of classes, calculating the number of class 

cases, multiplying all class variables and comparing 

the class results. 

B. Support Vector Machine (SVM) 

Support Vector Machine (SVM) classifier is a 

machine learning method that was first introduced by 

Vapnik [15]. SVM works based on the principles of 

Structural Risk Minimization with the aim of finding 

the best hyper plane that separates two classes at the 

input. SVM is very effective in solving linear 

classification problems [16]. The standard SVM takes 

a set of input data, and predicts, for each input given, 

the possibility of input is a member of one of the 

classes of the two existing classes, which makes an 

SVM a binary linear nonprobability classifier. 

Because SVM is a classifier, then given a training set, 

each marked as belonging to one of two categories, an 

SVM training algorithm builds a model that predicts 

whether new data falls into a category or another. 

C. Decision Table Algorithm 

The Decision Table is also another description of 

the Decision Tree, which is visualized in a table where 

conditions and actions appear in decision columns 



[17]. The decision table is a method to explain and 

describe the data flow logically that is used to solve a 

problem. Decision table works by combining all the 

conditions in the decision table, namely maximax 

(decisions that have the highest payoff regardless of 

the ground conditions), Maximin (Choosing decisions 

that have the maximum value and minimum payoffs), 

minimax regret (comparing each existing value in the 

table to find the best value), hurricane (determining the 

best value with the help of alpha values), and equal 

likelihood (determining the best value by entering the 

alpha value as needed). 

D. Trees (J48) 

J48 is a data classification method in machine 

learning. J48 is also a decision tree that has a 

hierarchical prediction mode by converting data into 

decision trees and decision rules. The slowness of the 

decision table is able to eliminate data that is 

considered not necessary to speed up the search 

process. The main idea of J48 is to divide data into 

range based on attribute values for items found in the 

training dataset. J48 classifies data through decision 

trees or through rules that result from classifier 

formation [18]. 

E. Measuring Classification Algorithms 

In determining the right type of algorithm model 

the important thing to do is to look at the results of the 

calculation of confusion matrix which functions as a 

benchmark in seeing the accuracy obtained is good or 

not. Table one shows an example of the resulting 

confusion matrix: 

Table 1: Confusion matrix 

  Classified Positive classified Negative 

Actual Positive True Positive (TP) False Negative (FN) 

Actual Negative False Positive (FP) True Negative (TN) 

 

 In this study several variables measuring the 

confusion matrix of the machine learning 

classification algorithms used are: 

1. Accuracy 

Accuracy is explained as the level of closeness 

between predictive value and actual value, or in other 

description the number of classifications performed 

correctly is done from the total sample test tested. The 

formula for calculating accuracy values is: 
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2. Precision  

Precision is the frequency or level of accuracy 

between the information requested by the user and the 

answer given by the system. In other words precision 

is the quality of data produced in the classification 

process. The following is the formula used to calculate 

precision: 
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3. Recall 

Recall is the system's success rate in 

rediscovering information. In other words Recall is a 

relevant result that results from the classification 

process. Following is the formula for calculating 

recall: 

������ =  
	��� 
�������

	��� 
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4. F-Measure 

F-Measure is a harmonic value or an average 

value of precision and recall values with a range value 

of 0 to 1. The following is an example of the 

calculation formula for F-measure: 


 − ������� =  2.
��������� . ������
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IV. RESEARCH METHODOLOGY 

To perform an accuracy analysis of several 

supervised machine learning algorithms. The diabetes 

dataset is used for testing the accuracy of algorithms 

in large datasets where the dataset consists of 2 

attribute classes, namely "1 = positive diabetes" and "0 

negative diabetes" and with Number of Instances: 768 

(500 = positive diabetes, 268 = negative diabetes). The 

comparison variable to be used is Correctly Classified 

Instances; incorrectly classified Instances; Weighted 

Avg Precision; Weighted Avg Recall; Weighted Avg 

F-Measure; ROC Area; Confusion Matrix. Figure 1 is 

a description of the research methodology of 

supervised machine learning classifier test: 

 
Figure 1: Methodology. 

Supervised machine learning algorithms will be 

tested to make comparisons, to see the accuracy and 

precision of the algorithm using a diabetes dataset. On. 



In figure 1 the pre-processing of the dataset will be 

divided into four. Among these datasets are 768 

number of instances, 538 number of instances, 384 

number of instances and 230 numbers of instances. 

Testing will be carried out four times using the 

different size of the diabetes dataset using four types 

of algorithmic classifications. The measurement 

objectives with the use of different sizes of training 

data are expected to be able to show the level of 

consistency in the calculation of algorithms at 

different dataset sizes. The classifier test in the WEKA 

application that can be used is K Folds Cross-

validation. K Folds Cross-validation is a way to 

determine the best parameters of a model by testing 

the error size in testing data. In K Folds Cross-

validation, data is divided into K parts with the same 

sample size. Then K-1 is used as training data and the 

remaining data as testing data. Process 10 Cross-

validation will be tested 10 times with the same 

number of folds. In other words there is 10 subsets of 

data to evaluate algorithm performance. Figure 2 

shows an example of how the 10 Cross-validation 

Classifier works. 

  

Figure 2: K Folds Cross-validation Method 

V. RESULTS AND DISCUSSION 

In this paper WEKA will be used as a tool to 

classify and compare machine learning algorithms. 

Table 2 shows the size of the diabetes dataset used to 

measure the performance / accuracy ratio of the four 

types of supervised classification algorithms. 

Table 2: Dataset  

DATA SET 
Number of 

Instances 

Number of Classifications 

Tested Negative Tested Positive 

1 768 500 268 

2 538 357 181 

3 384 261 123 

4 230 151 79 

Table 3 shows the results of the comparison of the 

supervised classification algorithm with 768 Number 

of Instances.

Table 3: Comparison of classification algorithms with 768 Number of Instances 

Algorithm 
Correctly 

Classified 

incorrectly 

classified 

Precision 

of No  

Precision 

of Yes 

Recall 

of No 

Recall 

of Yes 

F-

Measure 
Classify Test classification 

Naïve Bayes 76.30% (586) 23.70% (182) 0.80 0.68 0.84 0.61 0.76 10 Folds cross-validation Bayes 

SVM (SMO) 77.34 % (594) 22.66 % (174) 0.79 0.74 0.90 0.54 0.76 10 Folds cross-validation functions 

decision table 71.22  % (547) 28.78  % (221) 0.76 0.60 0.81 0.53 0.71 10 Folds cross-validation Rule 

J48 73.83 % (567) 26.17 % (201) 0.79 0.63 0.81 0.60 0.74 10 Folds cross-validation Trees 

The results of the comparison of machine learning 

algorithms for datasets with large size or 768 number 

of instances are shown in table 3. The type of testing 

calcification used in WEKA is 10 Folds Cross-

validation Method for testing diabetic datasets with 

768 number of instances. In table 5, we can see the 

results of the dataset classification of 2 classes, namely 

the class "No (Tested-Negative)" and "Yes (Tested-

Positive)" showing that, the Correctly Classified 

percentage or the accuracy of the proximity between 

the predicted values and the actual value of the SVM 

classification algorithm better than other algorithms, 

namely 77.34%. In Table 4 shows the results of the 

comparison of the supervised classification algorithm 

with 538 Number of Instances. 

 

 

Table 4: Comparison of the classification algorithm with 538 Number of Instances 

Algorithm 
Correctly 

Classified 

incorrectly 

classified 

Precision 

of No  

Precision 

of Yes 

Recall 

of No 

Recall 

of Yes 

F-

Measure 
Classify Test classification 

Naïve Bayes 75.84 % (408) 24.16 % (130) 0.80 0.66 0.80 0.59 0.76 10 Folds cross-validation Bayes 

SVM (SMO) 78.25 % (421) 21.75 % (117) 0.79 0.76 0.91 0.52 0.77 10 Folds cross-validation functions 

decision table 74.35 % (400) 25.65 % (138) 0.78 0.64 0.85 0.54 0.74 10 Folds cross-validation Rule 

J48 72.30 % (389) 27.70 % (149) 0.78 0.59 0.81 0.56 0.72 10 Folds cross-validation Trees 

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Fold 10

Data testing

Data Training



 

The results of the comparison of machine learning 

algorithms for datasets with 538 number of instances 

shown in table 4, have significant changes in the 

calculation of the four classification algorithms. The 

results of the accuracy of the SVM classification 

algorithm and the Decision Table have increased when 

testing datasets with 538 number of instances. 

Different from the Naïve Bayes and J48 classification 

algorithms which have decreased accuracy in testing 

using 538 number of instances. Overall the results of 

the comparison of accuracy in table 4, the best type of 

classification algorithm are SVM which successfully 

classifies 421 number of instances with an accuracy 

value of 78.25%. In Table 5 shows the results of a 

comparison of the supervised classification algorithm 

with 384 Number of Instances. 

 

 

 

 

Table 5: Comparison of the classification algorithm with 384 Number of Instance 

Algorithm 
Correctly 

Classified 

incorrectly 

classified 

Precision 

of No  

Precision 

of Yes 

Recall 

of No 

Recall 

of Yes 

F-

Measure 
Classify Test classification 

naïve bayes 77.34 % (297) 22.66 % (87) 0.81 0.67 0.87 0.57 0.77 10 Folds cross-validation Bayes 

SVM (SMO) 78.65 % (302) 21.35 % (82) 0.80 0.73 0.91 0.53 0.78 10 Folds cross-validation functions 

decision table 77.08 % (296) 22.92 % (88) 0.81 0.67 0.87 0.56 0.77 10 Folds cross-validation Rule 

J48 74.22 % (285) 25.78 % (99) 0.80 0.60 0.83 0.56 0.74 10 Folds cross-validation Trees 

  

In the comparison results in table 6, the accuracy 

of the SVM classification algorithm is still the best 

with an accuracy of 78.65%. What distinguishes the 

results of the classification algorithm in table 5 

compared to table 3 and table 4, the increase in the 

accuracy of the calculation of the SVM classification 

algorithm using 384 number of instances is not so 

significant, namely from 78.25% to 78.65%. Whereas 

in the Naïve Bayes and J48 classification algorithms 

which in the previous calculation results using datasets 

with 768 and 538 number of instances decrease, in the 

calculation using a dataset with 384 number of 

instances, the accuracy of the Naïve Bayes and J48 

classification algorithms has increased. Table 6 shows 

the results of a comparison of the supervised 

classification algorithm with 230 Number of 

Instances. 

 

 

Table 6: Comparison of the classification algorithm with 230 Number of Instances 

Algorithm 
Correctly 

Classified 

incorrectly 

classified 

Precision 

of No  

Precision 

of Yes 

Recall 

of No 

Recall 

of Yes 

F-

Measure 
Classify Test classification 

naïve bayes 77.39 % (178) 22.61 % (52) 0.83 0.67 0.83 0.67 0.77 10 Folds cross-validation Bayes 

SVM (SMO) 77.39 % (178) 22.61 % (52) 0.80 0.71 0.87 0.58 0.77 10 Folds cross-validation functions 

decision table 77.39 % (178) 22.61 % (52) 0.81 0.70 0.86 0.60 0.77 10 Folds cross-validation Rule 

J48 73.04 % (168) 26.96 % (62) 0.807 0.60 0.78 0.65 0.73 10 Folds cross-validation Trees 

 

Accuracy calculation results on datasets with 230 

instances, Naïve Bayes, SVM, and decision table types 

have the same accuracy results of 77.39% or 

successfully classifying 178 instances. The difference 

is in precision, and recall, where the harmonic value or 

the highest average value of precision and recall value 

is in the Naïve Bayes algorithm, which is 0.77 higher 

compared to SVM or Decision Table. With the results 

of this calculation we can see that Naïve Bayes is more 

comparable than SVM in the process of classification 

of data with a small amount. 

 

 

VI. ANALYSIS 

Based on the results of a comparison of the four 

supervised classification algorithms on the diabetes 

dataset, the SVM algorithm has the best level of 

accuracy in testing with data sets of 768, 538, and 384 

number of instance funds. While in testing the use of 

a dataset size of 230 number of instances, the J48 

algorithm has the lowest accuracy compared to the 

other three algorithms. In testing the use of a dataset 

size of 230 numbers of instances the three algorithms 

other than J48 have the same accuracy results. Overall, 

in measuring accuracy in Figure 2, it can be concluded 



that the naïve Bayes algorithm always shows good 

accuracy performance on small size data. This is 

shown in the results of the study, wherein each test the 

algorithm experienced an increase in accuracy. 

 
Figure 3: Calculation Accuracy 

In figure 4: it can be seen that the measurement of 

F-Measure, which according to the function of F-

Measure itself, which is the average value of precision 

and recall data, shows that in every test, accuracy 

cannot always be used to show the performance of an 

algorithm. Rather, it must require a measurement of 

the average value of precision and recall to support it. 

The statement is supported by the results of research 

where the same accuracy value in the naïve Bayes 

algorithm, SVM, and Decision table, in Figure 3 is 

different from the F-Measure value that is referred to 

in Figure 4. Each has a different F-Measure value 

although with the same accuracy value. 

 
Figure 4: Calculation F-measure 

VII. CONCLUSION 

Based on the overall research that has been done 

with the use of measurement variables including 

accuracy, precision, recall, and F-Measure and 

experiments on one data type set with different sizes it 

was concluded that, the algorithm that can be used to 

help make a decision to the diagnosis of diabetes is the 

SVM algorithm. The reason for using four 

measurement variables and different types of data sets 

is that if you only use the level of accuracy in seeing 

the performance, it will be difficult to determine which 

performance is the best. Another reason is that there is 

a change in the ability of the classification algorithm 

in the data for each size of the data set being tested. 

Although overall the accuracy of the SVM algorithm 

is the best, in the case of the smallest size data 

experiment, the results of precision, recall, and F-

Measure measurements on SVM are not very good 

compared to naïve Bayes and decision tables. 
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