
 



 

 

2019 5th International Conference on Science 

in Information Technology (ICSITech) 
 

 

 

October 23-24, 2019 

Yogyakarta, Indonesia 
 

 

 

COPYRIGHT AND REPRINT PERMISSION: 
 

Abstracting is permitted with credit to the source. Libraries are permitted to photocopy 

beyond the limit of U.S. copyright law for private use of patrons those articles in this volume 

that carry a code at the bottom of the first page, provided the per-copy fee indicated in the 

code is paid through Copyright Clearance Center, 222 Rosewood Drive, Danvers, MA 01923. 

For reprint or republication permission, email to IEEE Copyrights Manager at :  

pubs-permissions@ieee.org. 

 

All rights reserved. Copyright ©2019 by IEEE. 
 

 

 

 

IEEE Catalog Number : CFP19B09-USB 

ISBN : 978-1-7281-2379-0 

 

 

 

Editor  : Awang Hendrianto Pratomo, Andri Pranolo, Bagus Muhammad 

 Akbar, Shoffan Saifullah, Ahmad Taufiq Akbar, Rochmat Husaini, 

 Heriyanto, Andiko Putro Suryotomo, Vynska Amalia Permadi, 

 Sylvert Prian Tahalea 

Publisher  :  IEEE 

Secretariat :  Department of Informatics Engineering  

 Universitas Pembangunan Nasional Veteran Yogyakarta 

 Jln. Babarsari no. 2, Yogyakarta 55281 

 Special Region of Yogyakarta, Indonesia 

  



 

PROCEEDING 

 

 

 

2019 5th International Conference on Science 

in Information Technology (ICSITech) 

 

 

 

 
"Embracing Industry 4.0 : Towards Innovation in Cyber 

Physical System" 
 

 

 

 

 

 

 

 

 

Version: 2019-10-20 

 

 

 

 

 

October 23-24, 2019 

Yogyakarta, Indonesia 



2019 5
th
 International Conference on Science in Information Technology (ICSITech) 

Introduction 
 

 

Welcome to ICSITech 2019. Universitas Pembangunan Nasional “Veteran” Yogyakarta is 

honored to be the host of this year’s International Conference on Science in Information 

Technology (ICSITech). The ICSITech is jointly organized with Universitas Ahmad Dahlan, 

Universitas Mulawarman, Universitas Pembangunan Nasional “Veteran” Yogyakarta, 

Universiti Teknologi Malaysia (UTM) Big Data Centre, Universitas Pendidikan Indonesia, 

Universitas Muhammadiyah Surakarta, Universiti Putra Malaysia, Universiti Malaysia Sabah, 

Universitas Budi Luhur, Politeknik Negeri Samarinda, Politeknik Negeri Padang, Universitas 

Negeri Malang, Universiti Teknikal Malaysia Melaka(UTeM), and ITSA University 

Colombia.  

Since this is the Fifth conference, we wish to repeat the success of the four previous 

conferences. We do hope this annual conference will continue to be held in the next coming 

years (2020 in Malaysia, 2021 in Surakarta - Indonesia, etc.) with increasing quality. For this 

year’s conference, we proudly present the theme of ICSITech 2019, “Embracing Industry 

4.0 : Towards Innovation in Cyber Physical System”. The theme is taken from our 

university identity as a university which consistently takes part in education and responds to 

the development of science, technology, art, society demands, and global change. It is also 

our university vision to be actively involved and acted as a leader and initiator in research and 

development in order to achieve academic excellence. 

We are pleased to inform you that the ICSITech 2019 has been approved by IEEE for 

technical co-sponsorship; therefore, the papers which are accepted and presented will be 

further considered to be published in the IEEE Xplore Digital Library. I wish to extend a 

warm welcome to Prof. Dr. Wisnu Jatmiko, S.T., M.Kom., as IEEE Indonesia Section Chair. 

There are 118 papers from 17 countries submitted to the ICSITech 2019 with 48.28% 

acceptance ratio. Congratulations for all authors and presenters whose papers are accepted.  

Thank you for choosing ICSITech 2019 and disseminating your research here. 

Today, we are lucky to have two keynote speakers who will broaden our insights about Big 

Data Era in IT perspective. They will talk about their expertise and we do hope this event 

could bring many benefits, especially in the fields of education, industry, and society. We are 

honored for the presence of Prof. Dr. Leonel Hernandes (ITSA Colombia) and Assoc. Prof. 

Dr. Mohammad Shanuddin bin Zakaria (Universiti Kebangsaan Malaysia), thank you very 

much. 

The previous conferences were held in Bandung-Indonesia and Melaka – Malaysia, 

respectively. This year, the ICSITech 2019 is taking place in Yogyakrta. Our city nickname is 

The City of Education. Yogyakarta is one of the favorite travel destinations, especially in 

Java, with many wonderful heritage tourism destinations and delightful culinary creations. 

Please enjoy your stay in Yogyakarta.  

Finally, we would like to thank all of keynote speakers, participants, sponsors, associations, 

and partners for being a part of this conference. On behalf of the organizing committee, we 

wish to express our highest appreciation and sincere thanks to all of you who attend this event 

and we wish you have valuable discussion and networking. I also thank the committee for all 

efforts to make ICSITech 2019 successful. 

Thank you. 

 

General Chair 

Dr. Awang Hendrianto Pratomo, S.T., M.T. 

Department of Informatics Engineering 

Universitas Pembangunan Nasional “Veteran” Yogyakarta, Indonesia 
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Welcome Message from Rector of Universitas Pembangunan Nasional 

Veteran Yogyakarta 
 

 

Greetings to all distinguished guests, keynote speakers, and conference participants of the 

fifth (5th) International Conference on Science in Information Technology ICSITech 2019. It 

is our honor and pleasure to be the host of this year’s ICSITech. 

 

Ladies and gentlemen, 

Universitas Pembangunan Nasional Veteran Yogyakarta has been taking part in organizing 

ICSITech since the first conference back in 2015. Since its inception ICSITech is jointly 

organized by Universitas Ahmad Dahlan, Universitas Mulawarman, Universitas 

Pembangunan Nasional “Veteran” Yogyakarta, Universiti Teknologi Malaysia (UTM) Big 

Data Centre, Universitas Pendidikan Indonesia, Universitas Muhammadiyah Surakarta, 

Universiti Putra Malaysia, Universiti Malaysia Sabah, Universitas Budi Luhur, Politeknik 

Negeri Samarinda, Politeknik Negeri Padang, Universitas Negeri Malang, Universiti 

Teknikal Malaysia Melaka(UTeM), and ITSA University Colombia. And this year, for the 

first time, our university got the opportunity to be the host of ICSITech 2019. In this 

occasion, I want to personally congratulate our Department of Informatics Engineering for 

their commitment and hard work to ensure the success of ICSITech 2019. 

 

Ladies and gentlemen, 

ICSITech 2019 was held to provide as an event for IT academic and IT expert to disseminate 

their knowledge on the development of computer science education and expand the network 

connection on the research activities. Furthermore we intend to make this conference as a 

motivation for researchers to publish their ideas about theory and application of IT for 

education, society, and  industry in order to support the development and quality 

improvement of local, regional , and global researches, in line with Universitas Pembangunan 

Nasional Veteran Yogyakarta vision to be the pioneer of national development based on the 

spirit of patriotism.  

 

Finally, on behalf of the organizing committee, we wish to express our highest appreciation 

and sincere thanks to all of our distinguished participants who attend this event and we wish 

you have valuable discussion and networking. Welcome to Yogyakarta and we hope all of 

our guests enjoying the services we provide.  

 

Thank you. 

 

Rector of Universitas Pembangunan Nasional Veteran Yogyakarta, 

Dr. Mohamad Irhas Effendi, M.S. 
  



2019 5
th
 International Conference on Science in Information Technology (ICSITech) 

Welcome Message from IEEE Indonesia Section 
 

 

 

 

 
Prof. Dr.Eng Wisnu Jatmiko, SMIEEE Dr. Kurnianingsih, SMIEEE          
Chairman, IEEE Indonesia Section Vice Chair, IEEE Indonesia Section 

 

Dear Distinguished Guests, Colleagues, researchers, professionals, ladies and gentlemen, 

Good morning, a prosperous, warm, and spirited greeting. 

 

On behalf of IEEE Indonesia Section, we would like to extend our warmest welcome to all 

keynote speakers, presenters, and participants to 2019 International Conference on Science in 

Information Technology (ICSITech). The conference theme is: “Embracing Industry 4.0 : 

Towards Innovation in Cyber Physical System”.  

 

ICSITech is an annual international conference technical co-sponsored by IEEE Indonesia 

Section and this year conference is hosted by Universiti Pembangunan Nasional “Veteran” 

Yogyakarta in collaboration with Universiti Teknologi Malaysia (UTM) Big Data Centre, 

Universitas Ahmad Dahlan, Universitas Mulawarman, Universitas Pendidikan Indonesi, 

Universitas Muhammadiyah Surakarta, Universiti Putra Malaysia, Universiti Malaysia Sabah, 

Universitas Budi Luhur, Politeknik Negeri Samarinda, Politeknik Negeri Padang, Universitas 

Negeri Malang, Universiti Teknikal Malaysia Melaka(UTeM), and ITSA University 

Columbia. The conference aims to bring together researchers and experts in information 

systems to share their ideas, experiences and insights. 

 

IEEE Indonesia Section has conducted many activities over 32 years in Indonesia. In terms of 

collaboration, IEEE Indonesia section has a good and mutual relationship with ICT 

organizations, Industries, Government, Universities as well as the Community in Indonesia.  

IEEE Indonesia Section has contributed in about 58 different International conferences 

annually. As the fifth year of ICSITech, this conference shows its sustainability due to the 

hard work of the conference organizers, well organized conference and high-quality papers. 

We do hope in the near future some high-quality conferences will be continued and 

strengthened, so the result will give more benefit and positive impact to the human being, 

especially to Indonesian people.  

 

In this occasion, I would also like to say welcome to Yogyakarta, which serves beautiful 

heritages, culture, with warm, polite and friendly people, a vibrant culture and lifestyle. 

Finally, we do hope all of you will have enjoyable and valuable experience during this event. 

You may share your best knowledge in your area of research and professional activities. 

Thank you. 

 

Yogyakarta, 23rd October 2019 

IEEE Indonesia Section 
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Leonel Eduardo Hernandez Collantes receive both his undergraduate degree in System 

Engineering and his postgraduate degree with Computer Networks specialization from 

Universidad del Norte, Barranquilla. He holds a masters degree in Strategic Management in 

Telecommunications from Universidad Internacional Iberoamericana. He has been a reviewer 

for scientific journal IJAIN since 2017 and an active member of IEEE Colombia section. He 

is an active researcher of the Telematics Engineering program, Faculty of Engineering, 

University Institution ITSA. 

 

Assoc. Prof. Mohamad Shanudin Zakaria received his B.Sc. and M.Sc. titles from Northrop 

University, California. He holds a Ph.D. degree from University of Reading, United 

Kingdom. He is an Associate Professor in the Fakulti Teknologi dan Sains Maklumat, 

Universiti Kebangsaan Malaysia. He is part of a team taking a systemic approach and 

appllying ICT to the conservation of Lake Chini biodiversity and the improvement of its 

ecosystem. His research interest are application of System Thinking in ICT, architecting IT 

solutions, Business-IT alignment and ICT Governance. 
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Conference Schedule 
 

Wednesday, October 23
rd

 2019 

Time Event 

06:30 – 07:30 Hospitality & Registration Desk Open 

07:30 – 09:00 Opening Ceremony 

  1. National Anthem – Indonesia Raya 

 2. Bela Negara Anthem 

 3. Cultural Performance 

 4. Welcome Address by ICSITech Chairperson 

 5. Supporting Address by IEEE Indonesia Section 

 6. Welcome Address by Rector of Universitas Pembangunan Nasional Veteran 

Yogyakarta 

 7. Opening Ceremonial by Rector of Universitas Pembangunan Nasional Veteran 

Yogyakarta 

 8. Photo Session 

09:00 – 09:30 Coffee Break 

09:30 – 12:00 Keynote Speech 

 Keynote Speaker 1 

 Keynote Speaker 2 

 Moderator: Dr. Herlina Jayadianti, S.T., M.T. 

12:00 – 13:00 Lunch and Prayer Time 

13:00 – 15:00 Parallel Session 1 

15:00 – 15:20 Coffee Break 

15:20 – 17:20 Parallel Session 2 

17:20 – 18.30 Break 

18.30 – 21.00 Gala Dinner Session 

 Best Paper Announcement 

 Closing Ceremony 

 Miscellaneous Information 

 

Thursday, October 24
th

 2019 

Yogyakarta Tour 
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Parallel Session Schedule 
 

SAMAS Room – Artificial Intelligence Track 

Time Paper Title 

13:00 – 13:20 (#1570562661) Problem Event Extraction to Develop Causal Loop 

Representation from Texts 
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Abstract - Handling in the health sector has now developed a lot in 

terms of information technology. Many studies in the field of 

information technology that help in accelerating the performance 

of management of a health agency or from a work of health 

workers who require fast and good decision making. In this study 

a comparison of algorithms was used to diagnose diabetes, which 

had been used from many previous studies. Support vector 

machines and naïve bayes become comparison algorithms carried 

out in this study. The purpose of this study was to look at the 

performance of the two algorithms and help health workers in 

better decision making. The level of accuracy, precision, sensivity 

and specificity of the two algorithms will be the main focus of this 

research. Comparisons were made using a diabetes dataset taken 

from the National0 Institute0 of0 Diabetes0 and0 Digestive0 and 

Kidney0 Diseases with a total sample data of 768 sample data. 

From the results of calculations and comparisons of support 

vector machine algorithms have a better average value compared 

to the naïve Bayes algorithm.  
 

Keyword – Diabetes, Machine Learning, Support Vector Machine, 

Naïve Bayes, WEKA 
  

I. INTRODUCTION 

Diabetes is a serious chronic disease caused by the pancreas 

does not produce enough insulin, or when the body does not 

effectively use the insulin it produces. Diabetes is one of the 

many diseases suffered by the people of Indonesia and from 

the data obtained from the Data and Information Center of the 

Indonesian Ministry of Health in 2018, the number of diabetics 

in Indonesia is in 4th position, in 2000 diabetics numbered 8.4 

million and it is estimated that by 2030 it will increase to 21.3 

million if the lifestyle adopted by the community has not been 

properly managed [1]. The situation faced in Indonesia by 

looking at the results of the 1995-2001 Household Health 

Survey (SKRT) and Riskesdas 2007 showed that non-

communicable diseases, one of which was diabetes mellitus, 

was the leading cause of death in Indonesia. In 2007, 59.5% of 

the causes of death in Indonesia were non-communicable 

diseases. In addition, the percentage of deaths from non-

communicable diseases also increased from year to year, 

namely 41.7% in 1995, 49.9% in 2001, and 59.5% in 2007 [1].  

From the problems that exist, and seeing health as a very 

important thing in people's lives, the medical side needs the 

right treatment to be able to diagnose diabetes quickly and 

accurately and also ongoing education and patient self-

management support is very important to prevent acute 

complications and reduce the risk of long-term complications 

[2]. This makes the role of health workers have challenges in 

making good, fast and appropriate decisions to diagnose 

diabetes that patients suffer [2]. Often decision making affects 

external factors and causes mistakes that can obscure existing 

decisions [3]. To minimize errors in decision making by health 

professionals, the hospital or other health access utilizes 

information technology which is currently developing very 

rapidly [4]. Machine learning techniques are one of the 

techniques used in previous research to diagnose diseases [5].  

Machine learning is a sub-field of artificial intelligence that 

solves real-world problems by providing learning skills to 

computers without additional programming [6].  Machine 

learning algorithms used in the medical world can be very 

beneficial in decision making [5]. Besides being able to help 

health workers, this method can increase public confidence in 

using this health service.  

In connection with the narration described above, this study 

will compare two algorithms that have often been used in the 

health sector for decision making by health workers. The 

algorithm that will be compared is the support vector machine 

and naïve Bayes. The dataset used is the diabetes dataset taken 

from the National0 Institute0 of0 Diabetes0 and0 Digestive0 

and0 Kidney0 Diseases. All patients in the dataset were women 

who had at least 21 years of age from Pima Indian descent. 

While the number of sample data there are as many as 768 

sample data. Comparisons are made using the WEKA version 

3.8 tool which is a tool for developing machine learning and 

data mining techniques [7]. By comparing these two 

algorithms you can find out the level of accuracy, precision, 

sensitivity and specificity so that it can be a recommendation 

and help health workers in making decisions in diagnosing 

diabetes.     

  

II. LITERATURE REVIEW 

In handling health workers, information technology is 

available in the health sector and has been highly developed. 

Many studies have produced important information technology 

contributions to help doctors, nurses or other medical officers 

make decisions that are often inappropriate [8]. Machine 

learning is one of the methods of information technology that 

is applied in the health sector. Many types of research on 

machine learning in the health sector have been developed. For 

example in research [9], reviewing prediction models (machine 

learning) in medicine and research [10], using the Bayesian 

hidden Markov Model method with a Gaussian Mixture 

Clustering approach to model changes in DNA copy numbers 

throughout the genome. 

There are also several other studies that review or review 

various methods that exist in machine learning in terms of 

application in the health sector in the treatment of diabetes. 

Research [6], reviewing Machine Learning techniques in the 

classification of Diabetes and Cardiovascular Diseases (CVD) 

using Artificial Neural Networks (ANNs) and Bayesian 

Networks (BNs), while in research [11], doing a systematic 

review to predict diabetes using machine learning and data 

mining, in this study SVM became a very reliable algorithm. 

Research [12], use adjudication to measure errors in the 

assessment of Diabetic Retinopathy based on individual 

graders and majority decisions and to train an improved 



automated algorithm for DR grading. To determine the 

accuracy of predictions of diabetes, research [13], assess the 

association between the Hypertriglyceridemic Waist (HW) 

phenotype and type 2 diabetes in adults in Korea, while the 

study [14], also increases the level of accuracy by developing 

extreme learning machines (ELM) to recognize the presence of 

hypoglycemia.  

Handling of diabetes through alternative ways also helped 

develop the potential with the diagnosis of type 2 diabetes 

using soft computing methods [15]. Then research [16], they 

sought to streamline Machine learning algorithms for 

predicting effective outbreaks of chronic diseases in 

communities that often suffer from the disease. From previous 

research, many machine learning techniques have been carried 

out. Algorithms that exist in machine learning are widely 

applied to assist handling in the health field. What is done in 

this study is more than comparing algorithms that are often 

used in existing research. The author takes the SVM and naïve 

bayes algorithm for comparison using the diabetes dataset. In 

addition to doing a comparison of the two algorithms, this is 

done by the author to recommend one method that can be used 

by medical parties to treat diabetes, where as has been 

explained in the introduction above that one of the biggest 

mortality rates is caused by this disease.  

III. MATERIALS AND METHOD 

In this study, to compare the two algorithms, there are 

materials and methods used and explained in this chapter. 

 

A. Datasets 

The diabetes dataset used comes from the National0 

Institute0 of0 Diabetes0 and0 Digestive0 and0 Kidney0 

Diseases. This dataset is a dataset used to diagnose whether 

patients have diabetes, based on certain diagnostic 

measurements in the dataset. Some constraints are placed on 

selecting a larger database instance. Sample data contained in 

this dataset were 768 sample data of 21-year-old female sex 

from Pima Indian descent. 

 

B. Method 

To get good results in the comparisons made, this research 

went through several systematic steps. These stages are:  

 

Figure 1. Research Methodology  

The flow of this research begins with finding and preparing 

a diabetes dataset with format.csv, then with the dataset 

formatting will be carried out according to the tool that will be 

used to reduce errors while the process is running and in this 

study, the tool used is WEKA version 3.8 tool.  

The next step is testing with two algorithms, namely 

support vector machine and naïve Bayes. After testing the next 

stage, a comparative analysis of the two algorithms will be 

carried out by looking at the level of accuracy with criteria 

consisting of precision, accuracy, specificity, and sensitivity. 

From the results of the comparative analysis carried out the 

results can be obtained which can be concluded which 

algorithm is better than the two algorithms in terms of accuracy 

for case studies identifying diabetes using machine learning.  

 

C. Classification Algorithms 

In this study, there are two algorithms that are carried out 

the comparative analysis. Briefly, in this subchapter, the two 

algorithms are explained: 

 

1) Support Vector Machine 

Support vector machine (SVM) is a supervised machine 

learning model that is known for its outstanding performance 

in pattern recognition and classification tasks with high 

dimensional data. SVM is a learning system that utilizes 

hypothesis space in the form of linear functions in a feature 

space that has high dimensions and is trained with learning 

algorithms based on optimization theory by implementing 

learning bias derived from statistical learning theory [17].  

 

2) Naïve Bayes 

Bayesian classification is a process that estimates the 

probability of new observations belonging to a predetermined 

category, using a probability model that is defined according to 

Bayes' theory [18]. In the naïve Bayes algorithm has 

similarities in general as follows:  

 

������� = 	
�(�|��)
�(�)

	. �(��) (1) 

 

Where ������� is the probability of an unknown 

observation X belongs to the category �� and called posteriori 

probability, �(�|��) is probability, given a category ��, 
unknown observations belonging to this category, �(��) is the 

previous probability of observation X unknown to be observed 

in categories ��, and �(�) is the previous probability of an 

unknown observation X is the same for each category �� [18]. 

Bayes's theorem is often also developed considering the 

validity of the law of total probability, as follows: 
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In the naïve bayes theory, the classification process requires 

a number of clues to be able to determine what class is suitable 

for the sample being analyzed. Therefore, the Bayes theorem 

above can be adjusted as follows: 

 

�(�|��, … , ��) =
�(�)�(��,, … , ��|�)

�(��,, … , ��)
 (3) 

 

From equation (3), variable C is expressed as a class, then 

variable ��, … , �� is a characteristic of the instructions needed 

to make a classification. Then the formula can be explained as 



an opportunity for the entry of samples with certain 

characteristics in class C (posterior) which is the opportunity 

for the emergence of class C multiplied by the chance of the 

emergence of sample characteristics in class C (likelihood), 

divided by opportunities for the emergence of global sample 

characteristics (evidence). Therefore, formula (4) can be 

simply written as follows: 

 

��������� = 	
�����	�	������ℎ��!

�"�!�#$�
	 (4) 

 

Evidence values are always fixed for each class in one 

sample. The value of the posterior will be compared with the 

posterior value of the other classes to determine to what class a 

sample will be classified.  

 

D. Experiment 

This stage is the stage of comparison analysis of two 

algorithms, namely support vector machine and naïve bayes by 

using WEKA version 3.8 tool. Experiments were carried out 

using datasets originating from the National0 Institute0 of0 

Diabetes0 and0 Digestive0 and0 Kidney0 Diseases. The 

dataset used is a dataset of diabetes which uses sample data of 

768 sample data. To see the performance and significance of 

the two algorithms, the experimental calculation will divide the 

dataset into four parts in the WEKA tool using a split which is 

20%, 40%, 60% and 80% respectively. Then, the results of the 

four sections will be seen in four aspects of measurement, 

namely Accuracy, Precision, Sensitivity and Specificity. 

 

Accuracy: is the level of similarity of predictions produced by 

the system with the actual value. 

%$$&�'$( = 	
)� + )+

)� + �+ + �� + )+
 (5) 

 

Precision: is the level of accuracy produced by the system with 

the actual value of information. 

���$����# = 	
)�

)� + ��
 (6) 

 

Sensitivity: is the level of identification produced by the system 

with the actual value. 

,�#����"( = 	
)�

)� + �+
 (7) 

 

Specificity: is the proportion produced by the system with the 

actual value. 

,��$�-�$��( = 	
)+

)+ + ��
 (8) 

 

Where True Positive (TP) is the positive proportion in data 

sets classified as positive, True Negative (TN), the negative 

proportion in the data set classified as negative, False Positive 

(FP) is a negative proportion in the data set that is classified as 

positive, False Negative (FN) represents the negative proportion 

in the data set classified negative. 

From the four aspects above, an accuracy calculation 

method will be used in the concept of data mining, namely 

using confusion matrix. Confusion matrix provides decisions 

obtained in training and testing, the confusion matrix provides 

an assessment of the performance of classification based on the 

object correctly or incorrectly. Confusion matrix contains actual 

and predicted information on the classification system. 

Confusion matrix can be seen in table 1. 

  

Table 1. Confusion matrix 

Confusion matrix 
True value 

True False 

Prediction 

Value 

True 

TP-(True.Positive) 

Correct-result 

FP-(False- 

Positive) 

Unexpected-

result 

False 

FN-(False- 

Negative)-Missing 

result 

TN (True- 

Negative) 

Correct-absence- 

of-result 

 

In table 1 above, the values of TP (true positive) and TN 

(true negative) indicate the level of classification accuracy. 

Generally, the higher the value of TP and TN, the better the 

classification level of accuracy, precision, and recall. If the 

output prediction label is true and the true value is false (false) 

it is called a false positive (FP). Whereas if the output label 

prediction is false (false) and the true value is true (true), this is 

called false negative (FN). 

 

IV. RESULTS AND DISCUSSION 

This section will explain the results of calculations and 

comparisons of SVM and naïve bayes algorithms that have been 

done. As explained in the previous chapter the dataset used is 

the diabetes dataset originating from the National0 Institute0 

of0 Diabetes0 and0 Digestive0 and0 Kidney0 Diseases with a 

total sample data of 768 sample data. 

The comparison of the two algorithms uses the WEKA 

version 3.8 tool, from which the confusion matrix will be 

obtained from four data splits for the two algorithms. The 

results obtained can be seen in table 2 and table 3. 

  

Table 2. Confusion Matrix from SVM 

Confusion matrix 
True Values 

True False 

Split 20% 
True 104 107 

False 41 362 

Split 40% 
True 85 70 

False 34 272 

Split 60% 
True 57 48 

False 18 184 

Split 80% 
True 27 22 

False 9 96 

 

 

Table 3. Confusion Matrix from naïve Bayes 

Confusion matrix 
True Values 

True False 

Split 20% 
True 122 89 

False 73 330 

Split 40% 
True 94 61 

False 56 250 

Split 60% 
True 62 43 

False 31 171 

Split 80% 
True 30 19 

False 16 89 



From the two results of the confusion matrix above, it will 

be taken to do the next step, which is calculating and seeing the 

comparison of SVM and naïve bayes algorithms using formula 

accuracy (5), precission (6), sensivity (7) and specificity (8). 

The results of the calculation of each performance and 

comparison of two algorithms can be seen in table 4 and table 5 

below.  

 

Table 4. Comparison of Performance of SVM Algorithms 

Split Data Accuracy Precision Sensivity Specificity 

Split 20% 76% 49% 72% 77% 

Split 40% 77% 55% 71% 80% 

Split 60% 79% 71% 76% 79% 

Split 80% 80% 80% 75% 81% 

 

From table 4 above, it can be seen that when the dataset is 

divided into WEKA tools with four split percentages, it can be 

seen that the four measurement aspects tend to increase with the 

percentage of data split 20% to the percentage of data split 80%. 

On the measurement aspects of accuracy, the increase occurred 

from the percentage of data split 20% by 76% and increased to 

the percentage of data split 80% by 80%. However, in the other 

three aspects of measurement, there are still ups and downs in 

the calculation results. More details can be seen in the graph in 

figure 2 below. 

 

 
Figure 2. Comparison Statistics from the SVM Algorithm 

 

In Figure 2, shows comparison statistics of the SVM 

algorithm. In the visualization that is displayed, it can be seen 

that the increase in the four aspects tends to increase but not too 

significant. 

 

Table 5. Comparison of the Performance of the Naïve Bayes 

Algorithm 

Split Data Accuracy Precision Sensivity Specificity 

Split 20% 74% 58% 63% 79% 

Split 40% 75% 61% 63% 80% 

Split 60% 76% 59% 67% 80% 

Split 80% 77% 61% 65% 82% 

 

From table 5 above, it can be seen that the performance 

comparison on the naïve bayes algorithm, when the dataset is 

divided into WEKA tools with four split percentages, it can be 

seen that the four measurement aspects still show an increasing 

tendency. More details can be seen in the graph in figure 3 

below. 

 

 
Figure 3. Comparison Statistics from the Naïve Bayes 

Algorithm 
 

In Figure 3, shows comparative statistics from the naïve 

Bayes algorithm. In the visualization displayed, it can be seen 

that the increase in the four aspects tends to increase slightly but 

not too significantly. In accuracy measurement aspects and 

specificity measurement aspects, it can be seen an increase from 

the percentage of data split 20% to the percentage of data split 

80%, but in the precision measurement aspect there is an 

increase in the percentage of data split 20% to the percentage of 

data split 40% and then the percentage of data split 60 % and in 

the percentage of data split 80% looks up. The measurement 

aspect of sensivity looks the same in the percentage of data split 

20% and the percentage of data split 40% which then increases 

in the percentage of data split 60% and looks down on the 

percentage of data split 80%. 

 

V. CONCLUSION 

From the results of calculations and comparisons of SVM 

and naïve bayes algorithms using the diabetes dataset from the 

National0 Institute0 of0 Diabetes0 and0 Digestive0 and0 

Kidney0 Diseases with a total sample data of 768 sample data 

carried out four times the percentage of data split beforehand 

that the two algorithms have advantages and differences in each 

aspect. Both algorithms have different statistical comparison 

averages and can be seen in the following figure 4. 
 

 
Figure 4. The average comparison of SVM Algorithm and 

Naïve Bayes Algorithm 
 

The average comparison of the two algorithms shown in 

Figure 4 above shows that the SVM algorithm looks superior 

compared to the naïve bayes algorithm and tends to increase in 

every percentage split done. In the SVM algorithm the average 

percentage of split 20% by 69% compared to naïve bayes 

algorithm of 68%. Then in the percentage of 40% split SVM 

algorithm is 71% compared to naïve bayes algorithm of 70%. 

At 60% split percentage SVM algorithm is 72% compared to 

naïve bayes algorithm of 70%, and in the percentage of 80% 

split SVM algorithm is 73% compared to naïve bayes algorithm 

of 72%. 

This research cannot be said to be perfect, therefore it is 

proposed for further research to be able to use deep learning 

techniques and make comparisons with other algorithms so that 

in terms of helping diagnosing diabetes can be even better..  
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